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Abstract

Dynamic Time Warping (DTW), is a simple but ef-

ficient technique for matching sequences with rigid de-

formation. Therefore, it is frequently used for matching

shapes in general, and shapes of handwritten words in

Document Image Analysis tasks. As DTW is computation-

ally expensive, efficient algorithms for fast computation

are crucial. Retrieving images from large scale datasets

using DTW, suffers from the constraint of linear search-

ing of all sample in the datasets. Fast approximation al-

gorithms for image retrieval are mostly based on normed

spaces where the triangle inequality holds, which is un-

fortunately not the case with the DTW metric.

In this paper we present a novel approach for fast

search of handwritten words within large datasets of

shapes. The presented approach is based on the Boost-

Map [1] algorithm, for embedding the feature space with

the DTW measurement to an euclidean space and use the

Local Sensitivity Hashing algorithm (LSH) to rank the k-

nearest neighbors of a query image. The algorithm, first,

processes and embeds objects of the large data sets to a

normed space. Fast approximation of k-nearest neighbors

using LSH on the embedding space, generates the top k-

ranked samples which are examined using the real DTW

distance to give final accurate results. We demonstrate our

method on a database of 45, 800 images of word-parts ex-

tracted from the IFN/ENIT database [11] and images col-

lected from 51 different writers. Our method achieves a

speedup of 4 orders of magnitude over the exact method,

at the cost of only a 2.2% reduction in accuracy.

Keywords: Word Searching; Adaboost; BoostMap;

Dynamic Time Warping; Embedding; Nearest Neighbor;

1 Introduction

Methods based on Dynamic Time Warping (DTW)

have been proved relatively efficient and effective for

matching shapes of handwritten words in script recogni-

tion tasks [16, 10, 13]. Manmatha et al. [10, 13], have

used DTW with a set of features taken from the upper

and lower profile to match shapes of words in handwrit-

ten documents. Saabni and El-Sana [16, 17], used DTW

with features extracted from contours [16] or sliding win-

dows [17] to compare shapes for keyword searching tasks.

In keyword searching and script recognition tasks, shapes

have to be matched to sets of multiple appearances of dif-

ferent words. To find the best match to a given shape, a

similarity criterion has to be calculated to each shape in

these large sets. Approximate Nearest Neighbors (ANNs)

methods such as k-d trees, Locality Sensitive Hashing and

Semantic Hashing, provide computationally efficient pro-

cedures for finding objects similar to a query object in

large datasets. These methods have been successfully ap-

plied to search web-scale datasets that can contain mil-

lions of images. Unfortunately, the key assumption in

these procedures is that objects in the dataset lie in a Eu-

clidean space. This assumption is not valid with a metric

space based on the DTW distance.

A lot of work has been done on embedding finite

metric spaces into low-dimensional normed spaces in or-

der to enable efficient and fast nearest neighbor extrac-

tion. [3, 20]. In domains with a computationally expen-

sive distance measure, significant speed-ups can be ob-

tained by embedding objects into a normed space with an

efficient distance measure such as Euclidean or pseudo-

Euclidean spaces. Among these methods used for effi-

cient retrieval are the Lipschitz embeddings, FastMap [3],

MetricMap [21] and BoostMap [1].

Athitsos et al. [1], presented the ’BoostMap’, a

method to embed any metric space into an Euclidean

space, in which similarities can be rapidly measured using

a weighted Manhattan distance. Embedding construction

is formulated as a machine learning task, where Adaboost

is used to combine many simple, 1D embeddings into a

multidimensional embedding that preserves a significant
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amount of the proximity structure in the original space.

In this paper, we use a variation of BoostMap algorithm

for embedding the feature space of all different shapes of

a large lexicon words to an euclidean space. Embedding

is performed using the DTW distance and the Adaboost

algorithm to determine a small subclass of samples to be

used for embedding to a low dimensional euclidean space.

We use Linear Discriminant Analyses(LDA) and Principal

Component Analyses(PCA), to help Adaboost to deter-

mine the subclass of classifiers and to generate the right

training sets. In the next step, we find the approximate

k-nearest neighbors using the LSH method, which in it’s

turn produces the required short list. On this list, we apply

the expensive matching methods, yet keep the search time

reasonable and constant.

The rest of this paper is organized as follows: in Sec-

tion 2 we briefly overview some of the related work, in

Section 3, we describe our approach in details and ana-

lyze results of the experimental tests in Sections 4.

2 Related Work

Shape matching algorithms, constituting the core of all

handwriting recognition systems, can be roughly classi-

fied as pixel- and feature-based approaches [10]. Pixel-

based matching approaches measure the similarity be-

tween the two images in the pixel domain using various

metrics, such as the Euclidean distance map (EDM), XOR

difference, or the sum of square differences (SSD). In

feature-based matching, images are compared using rep-

resentative features extracted from them. Similarity mea-

surements such as DTW and point correspondence are

typically defined on the feature domain.

Many systems for word spotting and searching pre-

sented in previous work are based on variants of DTW

using different sets of features and giving relatively good

results comparing to the competing techniques [10]. Man-

matha et al. [10] were among the first to introduce DTW

for word spotting. They examined several matching tech-

niques and showed that DTW, in general, provides bet-

ter results. Rath and Manmatha [13] preprocessed seg-

mented word images to create sets of one-dimensional

features, which were subsequently compared using DTW.

They also analyzed a range of features suitable for match-

ing words using DTW [12]. Shrihari et al. [19] presented

a design of a search engine for handwritten documents.

They indexed documents using global image features,

such as stroke width, slant, word gaps, as well as local

features that describe the shapes of characters and words.

A segmentation-free approach for keyword search in his-

torical documents was proposed by Gatos et al. [4]. Their

system combines image preprocessing, synthetic data cre-

ation, word spotting and user feedback techniques. Saabni

and El-Sana [16] presented an algorithm for searching

Arabic keywords in handwritten documents. In their ap-

proach, they used geometric features taken from the con-

tours of the word-parts to generate feature vectors. DTW

uses these real valued feature vectors to measure similar-

ity between word-parts.

A lot of work has been done on embedding finite met-

ric spaces into low-dimensional normed spaces in order to

enable efficient and fast nearest neighbor extraction. Such

embeddings have been extensively studied in pure mathe-

matics [9, 22], and have found application in a variety of

settings [3, 20]], Usually using one of the lp norms. In

domains with a computationally expensive distance mea-

sure, significant speed-ups can be obtained by embed-

ding objects into another space with a more efficient dis-

tance measure. Several methods have been proposed for

embedding arbitrary spaces into a Euclidean or pseudo-

Euclidean space. Some of these methods, in particular

Multidimensional Scaling (MDS)[22], Bourgain embed-

dings [7], Locally Linear Embedding (LLE) [14], need to

evaluate exact distances between the query and most or all

database objects, and thus are not designed for efficient

nearest neighbor retrieval. Methods that can be used for

efficient retrieval include Lipschitz embeddings, FastMap

[3], MetricMap [21] and BoostMap [1].

Efficient embedding of the EMD metric (a closely re-

lated metric to DTW), to a normed space have been pre-

sented by Indyk and Thaper[8] and used later by Grau-

man and Darrell [6]. Indyk and Thaper[8] use a random-

ized multi-scale embedding of histograms into a space

equipped with the l1 norm. Additional efficient embed-

ding of the EMD metric have been presented by Shri-

donkar and Jacobs[18] using a novel method for approxi-

mating the EMD distance of two histograms using a new

metric on the weighted wavelet coefficients of the differ-

ence histogram using the l1 distance. This new metric

was experimentally shown to follows EMD closely with-

out any significant performance difference. The wavelet

EMD metric can be computed in O(n) time.

3 Our Approach

In the presented approach we treat words in a holis-

tic manner, and use the Multi Angular Descriptor (MAD)

descriptor [15], to convert words to vectors in a feature

space. The MAD descriptor can deal directly with gray

level and binary shapes representing words with single

and multi components. Even though, all generated fea-

ture vectors can have the same dimension, any lp dis-

tance is not an adequate measurement due to time shift

and non linear deformation, Therefore the DTW metric is

used for shapes similarity measurement. To find the best

match to a given query image, a similarity criterion has

to be calculated to each shape in large sets of shape sam-

ples. For example, in a typical task for word recognition,
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a given shape have to be matched against multiple appear-

ances of all different words in the lexicon which may ex-

ceed few millions when considering many appearances of

each word in the lexicon. In such cases, it is desirable to

make as few distance calculations as possible. A known

and familiar technique to achieve such improvement in-

cludes mapping (embedding) the set of shapes represented

as feature vectors in some feature space into a normed

low-dimensional space and then conduct the search in that

space using multidimensional indexing methods. Intu-

itively, such embedding is required to be distance preserv-

ing, i.e, distances in the embedding space have to approx-

imate distances of the objects in the original space, but

searching time in the embedding space is significantly re-

duced.

Let L be a lexicon of n words, Swi
be the set of

all available shapes of different appearances of the word

wi ∈ L and SL, the set of all shapes in all sets Swi
for

each wi ∈ L. Given a shape s of a word to be recognized

(searched), we will have to conduct a matching procedure

comparing s to all shapes in SL calculating the minimum

distance or minimum average distances. The complex-

ity of this procedure is linear to the size of SL, which

is not affordable in many recognition tasks. Since DTW

distances are pseudo distances that do not satisfy the tri-

angle inequality, embedding SL into an Euclidean space,

will enable approximate and fast searching with sub-linear

time of the size of SL. After embedding, the approximate

k − NNs, can be used efficiently in a filter and refine

approach. In a second phase, we calculate the real DTW

distance to a short list of the k − top ranked words to de-

termine final results.

The system goes through three stages to search for a

given shape of a word within a large lexicon. In the first

stage, all shapes in SL are embedded into the Euclidean

space Rn where n is the size of SL. This is done by

embedding each sample s in SL to n-coordinated vec-

tor, where the coordinate i is the DTW distance of the

sample s to the shape si in SL. As a result, to search

a shape s in the embedded space, we will have first to

map S into Rn using the same process, which means, we

will have to perform n calculations of the DTW distance

to each sample in SL. Reducing the dimensionality of

the space Rn to Rd where d << n .i.e. d is sub lin-

ear to n, while preserving the K − NN property in the

reduced space, will enable embedding s and searching it

in sub linear time. To search the approximate k-Nearest

Neighbors efficiently in sub linear time, we use the Lo-

cality sensitive hashing (LSH) since it can manage higher

dimensional spaces compared to k − d trees.

3.1 Embedding to Euclidean Space

BoostMap [1] is a method for constructing embed-

dings that are optimized for preserving the similarity

structure of the original space. Formally, let X denote

a set of objects (Shapes of words in our case), and let the

metric D(x1, x2) be the DTW distance of the object x1
to x2 represented by their MAD feature vectors. A 1-

D Euclidean embedding of space X is simply a function

F : X → R. Any given object r ∈ X can define a 1-

D embedding using the formula : Fr(x) = DTW (x, r).
The object r used to define Fr, is typically called a ref-

erence object. If D obeys the triangle inequality, Fr in-

tuitively maps nearby points in X to nearby points on the

real line R. Embedding The DTW metric using Fr, may

violate the triangle inequality for some triples of objects

but Fr may still map nearby points in X to nearby points

in R, at least most of the time. On the other hand, distant

objects may also map to nearby points.

An embedding F : X → Rd, is a function that maps

any object x ∈ X into a d-dimensional vector F (x) ∈ Rd.

Such embedding is meaningful, if it is distance preserv-

ing, i.e., it embeds close neighbors in X under D to close

neighbor in the embedding space under some lp metric.

We are interested in constructing an embedding F that,

given a query object q, can provide good approximate

similarity rankings of objects to the query object q, in or-

der of decreasing similarity. We follow the ’BoostMap’

methodology [1], to construct the embedding F (strong

classifier) as a linear combination of weighted 1-D em-

beddings (weak classifiers). The Distance between two

objects in the embedded space will be measured using the

weighted L1 metric, while the Adaboost learning method-

ology guaranties distance preserving embedding.

If X is a set of objects, and DTW(x, y) is the DTW

distance measure between objects x1, x2 ∈ X . for a triple

(q, x, y) of objects in X , we define the proximity order

P (q, x, y) to be a function that outputs whether q is closer

to x or to y using DTW , see the following definition:

P (q, x, y) =







1 if DTW (x, q) < DTW (y, q)
0 if DTW (x, q) = DTW (y, q)

−1 if DTW (x, q) > DTW (y, q)







In our application, the domain X is a set of images of

handwritten words, and D is the DTW similarity distance

between shapes in X . An embedding F : X → Rd is a

function that maps any object x ∈ X into a d-dimensional

vector F (x) ∈ Rd, where distances between vectors in Rd

are measured using a weighted Manhattan distance (L1)

metric.

As in BoostMap, the simple (1-D) embeddings are

used to construct the embedding F, where any object r ∈
X can be used to define a one-dimensional embedding

Fr : X → R. Fr maps each object of X to a single real

number which is it’s distance to r, to be called a reference

point. Mostly, if the objects, x and y are similar under the

DTW measurement, then it is expected that their embed-

dings Fr(X) and Fr(Y ) will be nearby points on the real
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line. Generally, each 1-D embedding Fr acts as a weak

classifier for the following binary classification problem:

given three objects q, x, y ∈ X , Fr provides an answer to

the questions which object (x or y) is closer to q by sim-

ply checking if Fr(q) is closer to Fr(a) or to Fr(b) using

the l1 metric. This classifier in many cases will probably

have a high error rate, but still it is expected to be more

accurate than a random guess.

For ranking nearest neighbors in a filter and refine

manner we have decided to adopt only reference points

to act as 1-D embeddings, but not to use pivot 1-D em-

beddings as presented in [1]. Therefore the training set

S is a set of triples < q, x, y >, picked randomly as

in BoostMamp but with some further considerations. In

our approach, we use the Principal Component Analyses

(PCA), and the Linear Discriminant Analyses (LDA) di-

mensionality reduction techniques, to guide for efficient

generation of training sets, which in their turn will de-

termine the right reference points for the embedding pro-

cess. The algorithm constructs, using Adaboost, an em-

bedding F : X → Rd, optimized for classification accu-

racy on triples of objects where distances, are measured

using weighted L1 metric.

The training algorithm for BoostMap as presented

in [1], is an adaptation of the Adaboost algorithm to the

problem of embedding construction. The inputs to the

training algorithm are the following:

• A training set T = (q1, x1, y1), ..., (qt, xt, yt)) of

t triples of objects from X and the set Y of labels

from −1, 1 to each triple.

• A set C ⊂ X of candidate reference objects to de-

fine 1-D embeddings.

• A matrix of mutual distances of all pairs of objects

in X .

The training algorithm combines many classifiers associ-

ated with 1 −D embeddings Fr for r ∈ C, into a strong

classifier H , where H(x) =
d

∑

i=1

αiFri(x).

The methodology of Adaboost is used to determine the

final set of 1-D embeddings, and their weights to gen-

erate the strong classifier H . In Adaboost methodology,

weak classifiers are chosen and weighted so that they com-

plement each other. Even when individual classifiers are

highly inaccurate, the combined classifier can be accurate.

We have slightly modified the BoostMap method in

order to guarantee a better learning and boosting process.

we have modified the generation of the initial set C of ref-

erence point to be guided by (PCA) to insure capturing

the main direction of the variance of the domain X and

the (LDA), to support more discriminance power between

the different words. Therefore, we have used the leading

2 ∗ (logn) components of the PCA and LDA main direc-

tion for variance and separation respectively. Following

the improvement in [2], we have generated the triples to

support more accuracy in k-NN ranking than real similar-

ity by using the initial class C to generate triples including

reference point from C and many occurrences of objects

from their k-Nearest Neighbors. After Embedding to the

Euclidean space, we implement the known Locality Sen-

sitivity Hashing (LSH) method for fast approximations of

the k-nearest neighbors. The top k-ranked neighbors of a

query object are retrieved and the original DTW measure-

ment is calculated to each object in that list.

3.2 Fast k-Nearest Neighbor approximation

Computing exact nearest neighbors in high dimen-

sional spaces, is a very difficult task. Few methods seem

to be significantly better than a brute-force computation

of all distances. However, it has been shown that by com-

puting nearest neighbors approximately, it is possible to

achieve significantly faster running times with a relatively

small actual errors. Methods and structures for both exact

and approximate nearest neighbor searching such as kd-

tree and box decomposition trees can not be used due to

the high dimensionality of the given feature space. In the

presented approach, we use the Locality Sensitive Hash-

ing (LSH) which manages high dimensional points and

guaranties better performance.

Locality sensitive hashing, is a technique for grouping

points in space into ’buckets’ based on some distance met-

ric operating on the points. Points that are close to each

other under the chosen metric are mapped to the same

bucket with high probability. This is based on the sim-

ple idea that, if two points are close together, then after

a projection operation, these two points will remain close

together. The basic idea is to hash the input items so that

similar items are mapped to the same buckets with high

probability (the number of buckets being much smaller

than the universe of possible input items). LSH [5], uses

several hash functions of the same type to create a hash

value for each point of the dataset. Each function reduces

the dimensionality of the data by projection onto random

vectors. The data is then partitioned into bins by a uniform

grid. Since the number of bins is still too high, a second

hashing step is performed to obtain a smaller hash value.

At query time, the query point is mapped using the hash

functions and all the data points that are in the same bin

as the query point are returned as candidates. The final

nearest neighbors are selected by a linear search through

candidate data points.

3.3 Feature Extraction

The Multi Angular Descriptor (MAD) for shape

based object recognition presented by Saabni and Bron-
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stein [15], works for Binary and gray level shapes, and

with one and multi components shapes. In the binary

case, from each contour point, the Angular descriptor cap-

tures the angular view to multi resolution rings in different

heights. In the gray level case, it captures the weighted

distribution over relative positions of the shape points to

multi resolution rings around the centroid. The angular

descriptor is robust to noise and small deformations and

have very flexible variables which can be tuned for differ-

ent applications. The extension of this descriptor to the

gray level case can be seen as an extension of the shape

context to gray level images which enables dealing with

low quality images. Given a binary image I of a connected

component(CC), We start by calculating the centroid C

and the diameter D of the image I . The calculated values

of C and D are used to determine and draw a set of rings

centered by C with different radius values which are de-

rived from the diameter D. We treat the rings as lying on

different heights above the given shape where larger rings

overlay closer to the shape. In the next step, we treat each

ring as a set of k points taken uniformly distant from each

other. Each point in each ring serves as an upper view

point watching each pixel (contour point) in the shape.

The main idea of the presented descriptor is to generate

a sequential concatenation of upper view points from dif-

ferent heights and resolution to the 2-D shape. The multi

resolution and heights will enable capturing more infor-

mation in different resolutions and by that enabling a local

and semi-global description of the given shape.

��� ���

Figure 1. (a) The Multi Angular Descriptor with three

view points from three different layers, and (b) the

Shape Context Descriptor from one contour point

view.

Let I be a binary image with the size nXm including

one Connected Component(CC), and Let C and D be the

centroid and the diameter of the shape respectively. Let

P = {Pi}
l
i=1

a set of l point taken uniformly from the

extracted contour of the CC. Given a view point Vj from a

given ring with height h over the shape, the l−coordinate

vector of angles, obtained by connecting the point Vj with

each point Pi ∈ P and the plain of the shape is a rich de-

scription of the shape from this view point. As expected,

one view point have some limitations, therefore, the key

idea is to give additional view points from different di-

rections, therefore, additional points of view will enable

richer and more accurate description of the shape. Lifting

the points of view up to different heights from the 2 −D

shape gives additional views to the shape, avoids intersec-

tion with segments of the shape, and integrates the dis-

tances into the angle value.

4 Experimental results

To evaluate the proposed approach we have used the

IFN/ENIT off-line Arabic database [11], a set of Arabic

words taken from a data base for Arabic handwritten text

recognition research, and a set of multiple appearances

of 500 words written by 51 students. from that collec-

tion, we have extracted 1632 words with 45, 800 different

shapes. 10% of this set have been randomally taken out

of the lexicon to be used as testing samples. To compare

results, 1) we have used the basic DTW algorithm directly

on the samples without preprocessing and 2) we have first

pre-processed the dataset using the presented method and

used (LSH) to extract the k-Top ranked list in a filter and

refine approach. In this case we have picked K to be 10
closest neighbors from all shapes. The BoostMap process

have used d = O(log(n)) reference object for embedding

to the Rd Euclidean space. Table 4, shows the accuracy

rates and reduction in time.

Table 1. Results shows a 4 orders of magnitude over

the exact method with only 2.2% lose in precesion

rates.

Factor BasicDTW BoostMap+ LSH

Precision 83.4% 81.2%

Time (msec) 173,528 84

As seen in Table 4, Our approximate method achieves

a 4-time decrease in the search time at the expense of an

insignificant drop in precision. The presented times are

for an average query searching a given shape within the

data set with an average home desktop computer.
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