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Abstract—In this work we propose descriptors for hand-
written digit recognition based on multiresolution features
by using the CDF 9/7 Wavelet Transform and Principal
Component Analysis, in order to improve the classification
performance and obtain a strong reduction on the size of
the digit representation. This allows for a higher precision in
the recognizers and, at the same time, lower training costs,
especially for large datasets. Experiments were carried out
with the CENPARMI and MNIST databases, widely used in
the literature for this kind of problems, combining classifiers
of the Support Vector Machine type. The recognition rates are
good, comparable to those reported in previous works.
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port Vector Machines; dimension reduction; descriptor

I. INTRODUCTION

The Wavelet Transform (WT) is a technique particularly

suited for locating spatial and frequential information in

image processing and, particularly, for feature extraction

from patterns to be classified. Many works have applied

WT in different areas [1] [2] [3]. For the case of handwrit-

ten digit recognition, there are several approaches. In [4]

a discrete, one-dimensional orthogonal wavelet is applied

to the digit contour and a descriptor is constructed with

the approximation bands of the transform; here the aim

is to prevent variations of writing style from affecting

the classification. [5] introduces a descriptor that applies

orthonormal wavelets on the normalized contour of each

digit, up to third detail level, so as to obtain a smoothed

pattern representation. In [6] the discretized continuous

wavelet transform Mexican Hat is applied in order to

produce a smaller version of each digit and the Wavelet

Gradient is used in order to construct an additional vector

with orientation, gradient and curvature features at different

scales. [7] uses biorthogonal wavelets Cohen-Daubechies-

Feauveau (CDF), in its two-dimensional form, obtaining a

descriptor with all the four first-level subbands, normalized.

Preprocessing is a fundamental step in classification, since it

determines which features will be relevant for discriminating

patterns of different classes. Dimensionality reduction has

a strong incidence in performance and computational cost;

frequently it enables application of certain computational

techniques that otherwise would become impractical or

impracticable. This work presents a wavelet-based descriptor

for handwritten digit classification that allows a strong

reduction of dimensionality while increasing the quality of

the pattern representation and the recognition rates. The

applied techniques for preprocessing are well suited for

the problem, nevertheless, an appropriate combination of

them has resulted in an interesting proposal. Note that the

objective of this work does not include the description of the

system recognizer, presented in [8]. Finally, since this work

is focused on correct pattern classification, we are interested

in pattern representation rather than their reconstruction from

the WT coefficients. Section II gives an overview of the

Discrete Wavelet Transform. In Section III descriptors for

handwritten digits are proposed. Experiments for testing the

proposed descriptors with different recognition systems are

reported in Section IV and, finally, in Section V we present

the conclusions of the work.

II. DISCRETE WAVELET TRANSFORM

The Discret Wavelet Transform (DWT) is based on the

subband-coding technique, being a variant easy to implement

of WT that requires a few resources and computing time.

The DWT is well suited for multiresolution analysis (MRA)

and lossless reconstruction by the use of filter banks [9].

The Fast Orthogonal Wavelet Transform (FWT) decom-

poses each approximation PVj
f of the function f ∈ L2(<),

into approximations of lower resolution PVj+1
f plus wavelet

coefficients produced by the projection PWj+1
f , being

Vjj∈Z a multiresolution approximation [10], Wj the orthog-

onal complement of Vj and PVj
f the orthogonal projection

of f in Vj . Conversely, for the reconstruction from wavelet

coefficients, each PVj
f is obtained through PVj+1

f and

PWj+1
f . Besides, {ϕj,n; j, n ∈ Z} and {ψj,n; j, n ∈ Z}

are orthonormal bases for Vj and Wj , with ϕ and ψ being

scale and wavelet functions respectively.

Digital image processing requires a two-dimensional WT.

It is computed by application of the one-dimensional FWT

first to rows and then to columns. Let ψ(x) be the one-

dimensional wavelet associated to the one-dimensional scale

function ϕ(x), then the scale function in two dimensions

is:

ϕ(x, y)LL = ϕ(x)ϕ(y) (1)
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Figure 1. Multilevel decomposition of an N x N image using a 2D-DWT.

and the three two-dimensional wavelets are defined by

ψ(x, y)LH = ϕ(x)ψ(y) (2)

ψ(x, y)HL = ψ(x)ϕ(y) (3)

ψ(x, y)HH = ψ(x)ψ(y) (4)

where LL represents lowest frequencies (global

information), LH represents high vertical frequencies

(horizontal details), HL high horizontal frequencies

(vertical details) and HH high frequencies on both

diagonals (diagonal details).

Application of a step of the transform on the original im-

age, produces an approximation subband LL corresponding

to the smoothed image, and three detail subbands HL, LH

and HH. The following step works on the approximation

subband, resulting in four subbands (see Fig. 1). In other

words, each step of the decomposition represents the ap-

proximation subband of level i as four subbands at level

i+1, each one being a quarter in size respecting the original

subband.

Although the standard DWT is a powerful technique,

it shows some limitations. For example, it is sensitive to

translations and only detects a few directional features.

Nevertheless, we believe that the use of this type of wavelet

for handwritten digit recognition is reasonable, since the

images that we are dealing with are normalized in size and

centered, and the directionality of a digit, even handwritten,

does not present substantial variations.

III. DESCRIPTORS FOR HANDWRITTEN NUMERALS

A. Application of the Wavelet Transform

The Biorthogonal Two-dimensional Wavelet Cohen-

Daubechies-Feauveau (CDF) 9/7 is particularly suited for

Figure 2. CDF 9/7 with filters for signal decomposition.

our research line [8]. It is efficiently applied e.g. to the

JPEG2000 compression standard, and also in fingerprint

compression by the FBI [11]. Fig. 2 shows the scale and

wavelet functions and the coefficients of the corresponding

filters, for the CDF 9/7 transform in the decomposition.

Our experiments were carried out with the CENPARMI

and MNIST handwritten digit databases, both widely used

in the literature. The CENPARMI database [12] consists of

digitized images in two levels, that we have normalized to

a size of 16x16 pixels [13]. It includes training and testing

sets, with 4000 and 2000 labeled patterns respectively. The

MNIST database [14] contains 70000 256-level grayscale

images, labeled as 60000 for training and 10000 for testing,

size 28x28.

Fig. 3 shows the application of the CDF 9/7 up to a second

level on CENPARMI and MNIST patterns. It can be seen

that in the second level some details of the digits are lost,

hence we decided, by the moment, not to consider further

levels of the transform.

Different combinations were evaluated for constructing

the descriptor: first and second level approximation bands

(LL) produce a smoothed image of the pattern, preserving

shape and reducing dimension to a quarter of the original in

a first level, and to 16th in a second level, where the image is

coarser. The high frequency subband HH of first level, shows

sudden changes in image contours (diagonal details), that

we think might contribute in detecting differences between

patterns, and also the LH and HL subbands. The second level

detail subbands provide high frequency features -vertical,

horizontal and diagonal- on the smoothed digit, which can

show basic structural features of the pattern, useful in the

classification process.

Another issue to be considered is what values are rep-

resentative in the obtained subbands. Therefore some de-

scriptors were thresholded and binarized. To do this, several

statistics were computed over the values of each subband,
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Figure 3. Applying wavelet CDF 9/7 to handwritten digits extracted from
standard databases.

such as mean, median, variance and standard deviation.

For MNIST we extracted 15000 patterns from the training

set, while the test set was used in its entirety.

For testing the descriptors we have applied Support Vector

Machines (SVM), a well-known and efficient classification

technique [15] [16] [17].

The best results correspond to non-thresholded represen-

tation: first level approximation subband (LL1), all four

second level subbands (T2) and the combination of these

two descriptors (LL1T2), for both databases.

Tables I and II show the best results for SVM classifiers.

All four second level subbands of the CDF 9/7 represent

the digits efficiently, with a dimension reduction of 75%.

Results improve when incorporating the first level approxi-

mation, where the smoothed image is less coarse than that of

second level. We believe that the first level approximation

makes a contribution regarding the basic structure of the

digits, and this is reflected by the results. In this case the

dimension reduction is 50%. On the other hand, using the

first level approximation subband as a descriptor is also a

Table I
RECOGNITION OF CENPARMI TEST SET FOR LL1, T2 AND LL1T2

DESCRIPTORS USING GAUSSIAN SVMS WITH PARAMETER σ = 5.50,
4.75 AND 5.60 RESPECTIVELY.

Descriptor Dimension SVM
(% Recognied)

Initial 256 85.00
LL1 64 94.20
T2 64 94.45

LL1T2 128 94.75

Table II
RECOGNITION OF MNIST TEST SET FOR LL1, T2 AND LL1T2

DESCRIPTORS USING GAUSSIAN SVMS WITH PARAMETER σ = 15.00,
15.00 AND 21.00 RESPECTIVELY (CLASSIFIERS TRAINED WITH 15000

BINARIZED IMAGES EXTRACTED FROM MNIST TRAINING SET).

Descriptor Dimension SVM
(% Recognized)

Binarized 784 97.33
LL1 196 97.59
T2 196 97.54

LL1T2 392 97.60

good choice, as it shows a good performance and reduces

dimension in 75%.

Thus, the application of the WT up to a second level of

resolution is a suitable representation of the digits by using

approximation and detail subbands and is associated with

a considerably reduction of the size descriptor. Although it

is not the main objective of the present work, definition of

a general methodology for deciding the number of levels

of WT to apply and which subbands to choose, could be

considered for the future.

B. Application of PCA to Descriptors based on WT (WT-

PCA)

Reduction of descriptor size is important, especially for

large bases with high-dimensional data, as in the case of

MNIST, whose patterns are 28x28, and therefore would

require a descriptor of 784 (three times the CENPARMI

images). In addition, MNIST has 70000 patterns (almost

twelve times the size of CENPARMI).

Principal Component Analysis (PCA) is useful for find-

ing the directions that contain most of the data variance,

disregarding those with little information [18]. This allows

to reduce dimension and computational costs and, at the

same time, to maintain or possibly increase the quality of

classification. Sometimes this point is crucial to decide if a

certain technique is applicable, depending on the availability

of computational time and resources.

PCA was applied to the WT-based descriptors with best

performance in previous Subsection: LL1, T2 and LL1T2,

i.e. first level approximation, second level transform, and the

descriptor formed with both, using the CDF 9/7.

There is no a priori rule to decide the optimal number

of principal components to use. We were interested in

drastically reducing dimension while retaining most of the
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Table III
RECOGNITION OF CENPARMI TEST SET FOR DESCRIPTORS BASED ON

DIRECTIONAL FEATURES AND WT-PCA, USING SVMS (HR -
HORIZONTAL, VT - VERTICAL, RD - RIGHT DIAGONAL, LD - LEFT

DIAGONAL, GL - GLOBAL).

Descriptor LL1 T2 LL1T2
(dim.64) (dim.64) PCA 64

HR 90.10 89.70 89.80
VT 91.35 91.25 91.40

% RD 91.60 91.10 90.95
LD 93.00 92.55 92.65
GL 94.60 94.35 94.50

information. After several experiments varying the number

of principal components, it was possible to retain more than

90% of the total variance while reducing the descriptor

size in at least 50% for best recognition rates using SVMs.

We note that for low dimension descriptors (such as LL1

and T2 for CENPARMI), PCA did not improve results.

In the case of LL1T2 represented with 64 components

(LL1T2 PCA 64), a similar performance was obtained to that

with wavelet descriptor without PCA, even with reduction

of dimension to a half. For MNIST descriptors, applying

PCA not only reduces dimensionality but also increases

recognition percentages, being the best result with LL1 PCA

98, T2 PCA 98 and LL1T2 PCA 196 (98.04%, 97.94% and

97.96% respectively, for a subset of 15000 training patterns).

In this way, we select descriptors LL1, T2 and LL1T2

PCA 64 for CENPARMI, reducing dimension in 75.00%.

For MNIST we choose descriptors LL1 PCA 98, T2 PCA

98 and LL1T2 PCA 196, reducing dimension in 87.50% in

the two former cases and in 75.00% in the latter, with good

classification percentages.

IV. CLASSIFYING WITH WT-PCA DESCRIPTORS

The descriptors introduced in the previous Section were

applied to constructing and testing handwritten digit recogni-

tion systems based on combination of individual classifiers.

We worked with four directional features horizontal, vertical,

right and left diagonal extracted from the digits by the

use of Kirsch masks, and on them were applied WT-PCA

descriptors. The Kirsch edge detector is a standard for hand-

written numeral representation, considered as precise and

robust as compared to other techniques [19] [20]. Besides

the WT-PCA descriptors on the directional features, their

application to the whole pattern was considered, which we

call ’global feature’. It is reported that SVMs using Gaussian

kernel outperform traditional techniques for the handwritten

digit recognition problem [17] [19]. So, we used them as

individual classifiers obtaining high recognition rates (see

Tables III and IV).

The Bayesian strategy with ambiguous pattern detection

we have presented in [8], was used for the combination

of classifiers. This strategy provided high classification

percentages. So, the recognition system was composed of

Table IV
RECOGNITION OF MNIST TEST SET FOR DESCRIPTORS BASED ON

DIRECTIONAL FEATURES AND WT-PCA, USING SVMS (HR -
HORIZONTAL, VT - VERTICAL, RD - RIGHT DIAGONAL, LD - LEFT

DIAGONAL, GL - GLOBAL). THE CLASSIFIERS WERE TRAINED WITH

THE COMPLETE TRAINING SET.

Descriptor LL1 T2 LL1T2
PCA 98 PCA 98 PCA 196

HR 97.35 97.27 97.30
VT 97.67 97.60 97.66

% RD 97.65 97.65 97.61
LD 97.68 97.68 97.70
GL 98.64 98.54 98.59

Table V
RECOGNITION OF CENPARMI TEST SET USING THE STRATEGY OF

COMBINING DIRECTIONAL AND GLOBAL FEATURES.

Descriptor % Total %
(reconocidos) Error

LL1 97.35 2.65
T2 97.25 2.75

LL1T2 PCA 64 97.40 2.60

Table VI
RECOGNITION OF MNIST TEST SET USING THE STRATEGY OF

COMBINING DIRECTIONAL AND GLOBAL FEATURES.

Descriptor % Total %
(reconocidos) Error

LL1 PCA 98 99.29 0.71
T2 PCA 98 99.32 0.68

LL1T2 PCA 196 99.27 0.73

two levels. The first one was formed by a collection of

independent classifiers, each one specialized in a different

feature extracted from the input pattern. The second level

consisted of an analyzing module in charge of defining and

explaining the output of the system.

Tables V and VI show the results for both databases. Each

recognition system combines all four directional features and

the global one, for a particular WT-PCA descriptor [8] [21]

[22].

For CENPARMI, the highest recognition rate was 97.40%,

achieved with the LL1T2 PCA 64 descriptor. For MNIST

the highest percentage was 99.32%, obtained with the T2

PCA 98 descriptor for the system with classifiers trained

with the whole dataset. These results improve previous ones

reported in the literature [8] [21], both in recognition rates

and in complexity of the classifiers, due to dimensionality

reduction.

V. CONCLUSION

In this paper we proposed descriptors for handwritten

numeral recognition based on multiresolution features by the

use of the CDF 9/7 Wavelet Transform and Principal Com-

ponent Analysis (WT-PCA), which improved classification

performance and considerably reduced dimensionality of the

representation. The applied techniques for preprocessing are
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known and well suited for the problem, nevertheless an

appropriate combination of them resulted in an interesting

proposal, being the main contribution of this work.

Experiments were performed on the CENPARMI and

MNIST databases, widely accepted as benchmarks for this

problem. Five classifiers of SVM type were combined with

the Bayesian technique that detects ambiguous patterns,

introduced in [8]. Each individual classifier was dedicated to

a specific directional or global feature, to which a descriptor

WT-PCA was applied.

For CENPARMI the best result was obtained with the

LL1T2 PCA 64 descriptor associated with 97.40% of correct

classification, reducing input dimension in 75%. For MNIST

the highest percentage was achieved with T2 PCA 98:

99.32%, lowering input dimension in 87.50%. Reduction of

descriptor size has a decisive impact on training time and

on processing of large databases.

These recognition percentages are high, improving rates

reported in several previous works [23] [24] [20] [5] [7].

On the other hand, approaches with better results than ours

mostly use modified training sets with additional images

obtained by applying deformations on patterns of the train-

ing set [25] [26], and increasing considerably the number

of training images. According to [27] the best results for

MNIST were achieved with that technique, which suggests

the possibility, as a future work, of incorporating it to our

proposal.
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