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Abstract

A reasonably large database of online handwrit-

ten Bangla characters has been developed. Such a

handwritten character sample is composed of one or

more strokes. Seventy five such stroke classes have

been identified on the basis of the varying handwriting

styles present in the character database. Each char-

acter sample is a sequence of strokes emanating from

these stroke classes. Another database of handwritten

Bangla strokes has been developed from the character

database. This is the first such database for Bangla

script. Certain stroke level features are defined on the

basis of certain extremum points which represent the

stroke shape reasonably well. The proposed character

classification method is a two-stage approach. First,

a probability distribution is estimated for each stroke

class using the stroke features and then an HMM based

character classifier is designed using each stroke class

as a state. The parameters of both the stroke class dis-

tributions and the character class HMMs are estimated

on the basis of the training set having 29,951 charac-

ter samples. The character level recognition accuracy

obtained by the proposed method on the test set having

8,616 samples, is 91.85 %.

1. Introduction

Recognition studies on online handwritten Indian

scripts did not receive much attention until recently.

However, situation has started changing now and the In-

dian Government is funding relevant research projects

in several Indian scripts. Both for standard and

portable miniature computing devices, non-keyboard

based methods for data entry have additional impor-

tance in the Indian context since its scripts have large

symbol sets. A few standard databases of online hand-

written characters have already come into existence.

Bangla is the second most popular language of the

Indian subcontinent used by more than 220 million peo-

ple across the two neighbouring countries India and

Bangladesh. This script is used to write texts in As-

samese and Manipuri in addition to Bangla. Bangla

script is syllabic and not alphabetic. Also, each of them

consists of a smaller number of letters in their indepen-

dent forms, called basic characters and an additional

larger number of letters formed by combination of two

or more independent basic characters.

Bangla online handwriting recognition had been

studied in [1, 2, 3, 4, 5]. In [1], an HMM-based recog-

nition system was used for Bangla online handwritten

numerals. Direction code histogram feature was con-

sidered in [2] for recognition of Bangla basic charac-

ters. In [3], a Hidden Markov model based recognition

scheme was presented for recognition of online hand-

written Bangla basic characters. Recently, a database

of online handwritten Bangla basic characters and its

recognition based on sub-stroke features was described

in [4]. Bangla handwritten cursive word recognition

was studied in [5].

Also, Devanagari and Bangla online handwritten

character recognition has been studied in [6].

The main contributions in the present paper are

(i) development of a database of stroke level samples

that was semi-automatically generated from a database

of online handwritten Bangla basic character samples

and (ii) development of a novel hidden Markov model

(HMM) based handwritten Bangla character classifier

where the stroke classes form the state space. Feature

extraction from the stroke data is done on the basis of

certain extremum points which largely retain the essen-

tial shape of the stroke. We consider Dirichlet distri-

butions for the stroke classes. The parameters of such

a distribution are estimated on the basis of the training

samples of a stroke class that may come from one or

more character classes.

2012 International Conference on Frontiers in Handwriting Recognition

978-0-7695-4774-9/12 $26.00 © 2012 IEEE

DOI 10.1109/ICFHR.2012.213

598



Figure 1. Basic characters (in printed form) are shown in bold. On the right of a basic character,

the corresponding stroke classes are shown using a sample from each such stroke class.

2. Online handwritten Bangla character

database

The set of basic characters of Bangla consists of 11

vowels and 39 consonants. In Fig.1, the printed symbols

in bold show the ideal shapes of Bangla basic charac-

ters. The present database of Bangla online handwritten

basic character samples was developed jointly by Indian

Statistical Institute, Kolkata and Hewlett-Packard Labs,

Bangalore, India. The database contains 38,567 sam-

ples and it is divided into a training set of 29,951 sam-

ples and a test set of 8,616 samples.

2.1 Data collection

Online handwritten Bangla character samples were

collected using different devices including tablet PC,

Wacom Intuous 2 tablet, and a pen paper based de-

vice Genius G-Note 7000. The pen paper based device

was used frequently for data collection purpose since

they make data collection more natural to the writers.

The native writers were provided with forms contain-

ing boxes printed on common paper and were asked to

write Bangla characters, one in each box. The ink from

each of the boxes is extracted and stored in the UNIPEN

format using a data collection tool developed by us.

Each character is composed one or more strokes in

its handwritten form. For example, each of the two

characters shown in Fig.2, is normally written as a

sequence (not necessarily in the same order) of three

strokes where the rightmost stroke (the horizontal line

segment) may or may not be present. Note that the

leftmost (as well as the rightmost) strokes for the two

characters have the same shape and belong to the same

stroke class. Also, in some handwriting style, the first

two strokes in the first character become one single

stroke (see the second character in the second row in

Fig.1 and the corresponding strokes). Thus, in our

database, these two characters gave rise to five different

handwritten stroke classes. For the entire database, we

have identified 75 such stroke classes (shown in Fig.1).

In other words, any character sample in our database is

composed of one or more strokes from these 75 stroke

classes. It is to be noted here that a handwritten sam-

ple from a character class does not always have stroke

samples from the same stroke classes. Also, the order

in which the stroke samples occur may vary from one

character sample to another. For example, Fig.3 shows

the different ways in which the first character in Fig.2 is
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Figure 2. Two basic characters are shown

on the left and respective sets of strokes

found in our database are shown on the

right. The first strokes of both characters

are the same and belong to one stroke

class. Similarly, the third strokes of both

of them belong to another stroke class.

Figure 3. Samples (in our database) of the

first character in Fig.2 are written in 8 dif-

ferent ways.

written in our database.

We have developed a database of samples of these 75

stroke classes (denoted by R = {R1, ⋅ ⋅ ⋅ , R75}) from

the database of handwritten samples of 50 character

classes in the following way. For each handwritten char-

acter sample, the strokes (pen down to pen up) are first

identified and each of these strokes is then assigned to

the corresponding stroke bin. This stroke annotation

is done semi-automatically using a GUI based software

developed in our laboratory.

3. Preprocessing

The input character sample is a sequence of 2-

dimensional points. Preprocessing is done to normal-

ize the position and size of the sample and to remove

local noise so that the extracted features from the sam-

ple become robust. First, the repeated points are re-

moved from the data. The whole sequence of points

is then translated towards the top and the left so that

the topmost point touches the top margin and the left-

most point touches the left margin. Next the points

are scaled so that the vertical distance between the top-

most and the bottommost points becomes 100 units.

Scaling is the same in both x and y directions so that

the original aspect ratio is preserved. At this stage,

the sequence of points is divided into several subse-

quences called strokes where a stroke is the data col-

lected from one pen down position to the next pen up

position. The next preprocessing operations will be

applied on individual strokes. The smoothing opera-

tion is employed on the stroke sample in the follow-

ing way. The first and the last points of the stroke

are kept intact. Each other point Ai is replaced by

the average of the three consecutive points Ai−1, Ai

and Ai+1. This smoothing is repeated twice to get

rid of the local distortions that may be present in the

stroke. The sequence of points in the stroke is now

{Ai = (xi, yi), i = 1, 2, ⋅ ⋅ ⋅ ,M}. We next gener-

ate a sequence {Pi = (xi, yi), i = 1, 2, ⋅ ⋅ ⋅ , N} of a

smaller number of equidistant points lying on the poly-

line defined by {Ai = (xi, yi), i = 1, 2, ⋅ ⋅ ⋅ ,M}. Here

P1=A1, PN=AM (N < M ) and the distance between

Pi and Pi+1 along the polyline is equal to 10 units for

all i. Recall that the height of the whole word sample is

normalized at 100 units.

4. Stroke features and their distribution

The center of gravity of a stroke {Pi = (xi, yi), i =
1, 2, ⋅ ⋅ ⋅ , N} is denoted by (X,Y ) where X and Y
are the arithmetic means of xi and yi respectively.

The length L of the stroke is defined as the sum of

the Euclidean distances between Pi and Pi+1, i =
1, 2, ⋅ ⋅ ⋅ , N − 1.

In order to construct the other features of the stroke,

we identify three sets of extremum points of a stroke in

the following way. Consider three consecutive points

Pi−1, Pi and Pi+1. Pi is said to be an extremum point

if one of the following eight conditions holds.

∙ xi is less than or equal to both xi−1 and xi+1.

∙ yi is less than or equal to both yi−1 and yi+1.

∙ xi is greater than or equal to both xi−1 and xi+1.

∙ yi is greater than or equal to both yi−1 and yi+1.

∙ xi + yi is less than or equal to both xi−1 + yi−1

and xi+1 + yi+1.

∙ xi+yi is greater than or equal to both xi−1+yi−1

and xi+1 + yi+1.
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∙ xi − yi is less than or equal to both xi−1 − yi−1

and xi+1 − yi+1.

∙ xi−yi is greater than or equal to both xi−1−yi−1

and xi+1 − yi+1.

In all the above eight cases, at least one inequality

should hold.

Let {Qj , j = 1, 2, ⋅ ⋅ ⋅ , n} be the sequence of the ex-

tremum points as detected above in the same order as

they appear in the stroke sample. In other words, {Qj}
is a sub-sequence of {Pi}. Note that the points {Qj}
are not necessarily equidistant. Now, the original stroke

sample is represented as a polyline by joining the points

Qj and Qj+1 (j = 1, 2, ⋅ ⋅ ⋅ , n − 1) by a line segment

(call it the j-th segment). By replacing the points {Pi}
by the points {Qj}, we reduce the size of the stroke

data without losing much information about the shape

and structural information of the stroke. For example,

in the first row of Fig. 4, the pattern on the left is given

by 78 points {Pi} while that on the right is given by 15

points {Qj}. It can be seen that the essential shape is

preserved by {Qj}. Also, the same is true for the pat-

tern shown in the second row of this Figure. The pat-

tern on the left of this second row is represented by 117

points where as the pattern on the right is represented

by only 28 points.

Let, for the j-th segment, �j be the angle made with

the x-axis by the pen movement from Qj to Qj+1. Note

that � belongs to [0, 360).

Figure 4. Two samples from two charac-

ter classes are shown on the left. Each

of them is represented by respective set

of points Pi. These two samples when

represented by the respective sets of ex-

tremum points Qj , are shown on the right.

The whole range of [0, 360) is divided into 8 disjoint

intervals of width 45 each. The k-th interval is defined

by (k−1)×45−22.5 ≤ � < (k−1)×45+22.5, (k =
1, 2, . . . , 8). Now, for all j, the j-th segment is placed

in the k-th bin Bk if �j belongs to the k-th interval. We

now define the stroke features {Uk, k = 1, 2, . . . , 8}
such that Uk is the sum of the lengths of the segments

belonging to the k-th interval. Each Uk is normalized

dividing it by (U1+ ⋅ ⋅ ⋅+U8). Now, the 11-dimensional

feature vector of a stroke is (U1, ⋅ ⋅ ⋅ , U8, X, Y, L) on the

basis of which classification is made in the proposed

method.

We assume here that for a stroke class, the fea-

ture vector follows a probability distribution. A natu-

ral choice for (U1, ⋅ ⋅ ⋅ , U8) is the Dirichlet distribution

[7] and that for (X,Y, L) is a trivariate normal distri-

bution. Thus, the probability distribution function of

(U1, ⋅ ⋅ ⋅ , U8, X, Y, L) is expressed as

f(u1, ⋅ ⋅ ⋅ , u8, x, y, l) = g1(u1, ⋅ ⋅ ⋅ , u8)g2(x, y, l) (1)

It is assumed here that the features U1, . . . , U8 are

independent of the features X,Y, L. The Dirichlet dis-

tribution g1(u1, ⋅ ⋅ ⋅ , u8) and the trivariate normal distri-

bution g2(x, y, l) are given as

g1(u1, ⋅ ⋅ ⋅ , u8) =
Γ(

∑8

i=1
�i)∏8

i=1
Γ(�i

)

8∏

i=1

u�i−1

i (2)

where �1, ⋅ ⋅ ⋅ , �8 are the parameters of Dirichlet distri-

bution and Γ indicates the gamma function.

g2(v) =
exp{−0.5(v − �)TΣ−1(v − �)}

{(2�)3/2∣Σ∣1/2}
(3)

where v = (x, y, l) and �, Σ are the mean vector and

covariance matrix of v.

For each stroke class, we need to obtain the distri-

bution f(u1, ⋅ ⋅ ⋅ , u8, x, y, l). For this, the parameters

�1, ⋅ ⋅ ⋅ , �8, �, Σ are estimated from the samples of a

stroke class obtained from the training set of character

samples. Estimation of � andΣ is straightforward while

�1, ⋅ ⋅ ⋅ , �8 are estimated using the algorithm proposed

in [9]. Let fi(u1, ⋅ ⋅ ⋅ , u8, x, y, l) be the estimated prob-

ability distribution function for the stroke class Ri.

Now, for each character class, we consider its train-

ing samples and the stroke samples present in these

samples. We then identify the stroke classes that these

stroke samples of the character class come from. Let

these stroke classes be R
′ = {R′1, ⋅ ⋅ ⋅ , R

′
m}. The value

of m varies from one character class to another and

ranges from 1 to 10 in the training set of character sam-

ples. In Fig.1, for each character, the corresponding

stroke classes are shown. It can be seen only one char-

acter has 1 stroke class and only one character has 10

stroke classes (it is shown in Fig. 5 also). Now, for each

character class, we find the frequency of stroke samples
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coming from a stroke class. Thus m such frequencies

are obtained. These frequencies are then normalized

by dividing them by the total number of stroke samples

and these normalized frequencies are p1, ⋅ ⋅ ⋅ , pm which

are used as the prior probabilities of stroke classes for a

character class. These character specific stroke classes

{R′i} and the prior probabilities {pi} will be useful at

the character level recognition.

5. HMM classifier for handwritten charac-

ter recognition

5.1 Hidden Markov models

The hidden Markov model (HMM) is a doubly em-

bedded stochastic process with an underlying stochastic

process that is not observable (it is hidden), but can only

be observed through another set of stochastic processes

that produce the sequence of observations [8].

Depending upon the transitions there are two types

of HMM : an HMM allowing for transitions from any

state to any state is called a fully connected HMM. On

the other hand, an HMM where the transition goes from

one state to itself or to a unique follower, is called a

left-right HMM or Bakis model.

The HMM may be discrete or continuous depend-

ing on whether the observation vectors emanating from

a state follow a continuous probability density function

or a discrete probability distribution. Quite often con-

tinuous observations are quantized as discrete signals so

that a discrete HMM can be used. However, in some ap-

plications, there might be serious degradation after such

quantization of continuous observations. It is advanta-

geous to use continuous HMMs in such cases.

5.2 Proposed HMM Classifier

An HMM with the state space S = {s1, ⋅ ⋅ ⋅ , sr}
and state sequence Q = q1, ⋅ ⋅ ⋅ , qT is defined as 
=(�,A,B) where the initial state distribution is given by

� ={�i}, �i = Prob (q1 = si), the time-homogeneous

state transition probability distribution by A ={aij}
where aij = Prob (qt+1 = sj/qt = si) and the ob-

servation symbol probability distributions by B = {bi}
where bi(Ot) is the distribution for state i and Ot is the

observation at instant t. The HMM here is continuous

and fully connected.

The problem now is how to efficiently compute

P (O/�), the probability of an observation sequence

O = O1, . . . , OT given a model � =(�,A,B). For a

classifier of K classes of patterns, we have K sepa-

rate HMMs denoted by �j , j = 1, ⋅ ⋅ ⋅ ,K. Let an in-

put pattern X of an unknown class have an observation

sequence O. The probability P (O/�j) is computed for

each model �j and X is assigned to class c whose model

shows the highest probability. That is,

c = arg max
1≤ j≤ K

P (O/�j) (4)

For a given �, P (O/�) is computed using the well

known forward algorithm [8]. Note that the obser-

vation sequence O = O1, ⋅ ⋅ ⋅ , OT in our problem

is the sequence of feature vectors extracted from the

strokes (arranged in the order in which these strokes

are written) that are present in a handwritten charac-

ter sample. T is the number of strokes in the sam-

ple. The states here are the stroke classes, that is,

S = {R′1, ⋅ ⋅ ⋅ , R
′
m} and bi(Ot), the distribution for

state i, is in fact fi(u1, ⋅ ⋅ ⋅ , u8, x, y, l) defined at the end

of Section 4. Here the value of K is 50 and r = m.

5.2.1 Estimation of HMM Parameters

The state space and the state conditional distributions

are now determined. The parameters to be estimated

next are the initial state distribution {�i} and the state

transition probability distribution {aij}.
Let, for a training character sample, the stroke fea-

ture vectors extracted from the stroke sequence present

in the sample are O1, O2, ⋅ ⋅ ⋅ , OT . For each Ot, com-

pute (pi are defined at the end of the last section)

ℎi(Ot) = pibi(Ot)/{
m∑

j=1

pjbj(Ot)} (5)

and Ot is assigned to state k where

k = arg max
1≤ i≤ m

ℎi(Ot). (6)

This assignment to respective states is done for all L ob-

servation sequences (L is the number of training sam-

ples). Let the state sequence thus generated from an

observation sequence O1, O2, . . . , OT be q1, . . . , qT .

From these L state sequences, the estimates of the

initial state distribution probabilities are computed as

(1 ≤ i ≤ m)

�i =
number of occurrences of {q1 = si}

L
(7)

The state transition probability estimates ai,j are

computed as (1 ≤ i, j ≤ m, 1 ≤ t ≤ T − 1)

ai,j =
number of occurrences of {qt = si & qt+1 = sj}

total number of occurrences of {qt = si}
(8)

The above HMM parameter estimates are fine-tuned

using re-estimation by Baum-Welch forward-backward

algorithm.
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6. Results and discussions

In the present study, there are 50 Bangla character

classes. The total number of training samples is 29,951

where the classes have varying number of samples. The

maximum number of training samples in a class is 1506

and the minimum number of training samples in a class

is 401. The total number of test samples is 8,616 where

the maximum and minimum numbers of test samples in

a class are 347 and 135 respectively.

The number of stroke classes associated with a char-

acter class varies from one character to another. Fig. 5

gives the number of character classes having a partic-

ular number of stroke classes. For example, there are

3 character classes having 7 stroke classes. Details are

shown in Fig. 1.

In our recognition approach, we do not explicitly

classify a stroke sample into a stroke class, but use a

stroke class as a state in the HMM based character clas-

sifier. On the basis of the training stroke samples of

each stroke class, we estimate the probability density

functions based on Eq.1.

Then for each of the character classes, we first iden-

tify the stroke classes. For each training sample in the

character class, we generate a state sequence based on

Eq.6. On the basis of these state sequences, the initial

state distribution and the transition probabilities are es-

timated using Eq.7 and Eq.8. Thus, all the HMMs are

now ready. For the final character classification, we use

Eq.4 for an unknown character sample. The recognition

accuracy based on the test set is found to be 91.85%.

This improves the recognition accuracy of 87.7% re-

ported earlier in [3].

Figure 5. Number of character classes

having the same number of stroke

classes.

7. Conclusions

In the present paper, we have reported a database

of Bangla online handwritten strokes. This is the first

database of its kind and has been developed from a

database of Bangla online handwritten character sam-

ples through a semi-automatic annotation tool. The pro-

posed online handwritten character recognition is based

on an HMM where the states are the stroke classes.
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