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Abstract

An important task in Keyword Spotting in handwrit-

ten documents is to separate Keywords from Non Key-

words. Very often this is achieved by learning a filler

or background model. A common method of building a

background model is to allow all possible sequences or

transitions of characters. However, due to large vari-

ation in handwriting styles, allowing all possible se-

quences of characters as background might result in an

increased false reject. A weak background model could

result in high false accept. We propose a novel way of

learning the background model dynamically. The ap-

proach first used in word spotting in speech uses a fea-

ture vector of top K local scores per character and top N

global scores of matching hypotheses. A two class clas-

sifier is learned on these features to classify between

Keyword and Non Keyword.

1. Introduction

Keyword Spotting in handwritten documents is a

task of locating and recognizing a given set of key-

words in a document image or a set of document im-

ages. A number of approaches have been proposed

in this area but it still remains an unsolved problem.

The approaches applied to this problem have been

broadly classified into two categories: template based

matching [10][11][15] and recognition based matching

[6][7][16][21]. In template based matching approach,

similarity between a set of features extracted from the

input image with standard templates of the keywords is

calculated based on some distance metric. The recog-

nition based approaches rely on the confidence scores

returned by the recognizers. Such methods are further

classified into segmentation based [9] and segmentation

free approaches [7][16][21]. We focus on recognition

based matching.

An important task in Spotting is to apply a best re-

jection criteria in order to reject non-keyword images.

Very often a background or filler model [6][16] is used

and a word image is accepted as a genuine keyword if

the likelihood of the keyword model is more than that

of the background. Designing a background model is

a difficult task. Due to large variations in handwriting

styles it is often the case that most of the genuine key-

words have a better match for the background than the

keywords themselves because the background model

allows all possible sequence of characters. A relaxed

background model could result in a higher false accept

rate. Due to similarity between characters and due to

lack of training data, the training might not be proper

which also hampers the spotting accuracy. Xue [21]

showed that the performance of a recognizer highly de-

pends on its nature and the quality of the input image.

He proposed a statistical method to learn the depen-

dency of the recognizers with the lexicon words and

demonstrated his findings on five different recogniz-

ers belonging to both segmentation free [20] and seg-

mentation based categories[9]. Bouchaffra [1] proposed

means to convert the confidence score returned by the

recognizer to its true probabilistic measure.

The existing approaches in word spotting using sta-

tistical techniques such as HMM try to learn a back-

ground model by considering all training samples as

single entity. This requires additional training for the

background model and a large number of training sam-

ples. Also, they rely on certain threshold for rejection

criteria. This work proposes an adaptive way of learn-

ing the background model without much prior training

and which can be easily integrated with any recognizer.

Since the model is learned dynamically, the dependen-

cies of the recognizer with the lexicon is automatically

taken into consideration. This idea was first applied

in speech [2][4][8] where such technique was applied

on spotting in continuous speech of natural numbers.

One of the most significant advantage of this approach

is that its simple to learn and because its dynamic and

integrated with the recognizer, it nullifies lack of train-

ing. Secondly, its robust to any set of keywords and no

training is required if set of keywords is changed. The
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Figure 1: Spotting Framework

only limitation of this approach is that it relies on proper

word segmentation. We show results on scanned images

and camera images that suffer from problems of varied

illumination, intensity and bleeding issues.

The remainder of the paper is organized as follows.

We introduce the dynamic background model in Sec-

tion 2. Section 3 covers a brief overview of the recog-

nizer used in our system. Section 4 covers some of the

preprocessing steps for camera images. Finally the ex-

perimental results and conclusion are in Section 5 and 6

respectively.

2. Dynamic Background Model

We propose a generic and robust keyword spot-

ting framework that leverages the character level scores

given a keyword and the global word level matching

scores. In a recognizer based Keyword Spotting frame-

work, given a keyword and an input image, the goal

is to determine how confident is the recognizer in de-

termining the closeness of the input image with the

keyword. Most common approaches applied in recog-

nition particularly in decoding stage are the common

Viterbi algorithm applied in case of HMMs [14] and

Dynamic Programming in case of other segmentation

based approaches [9]. Both these approaches implic-

itly find out the best sequences of the observation that

are best fit for the characters in the keyword. In other

words, they find the best segmentation points or a com-

bination of segmentation points that represent individ-

ual characters of the keyword. Let W = [c1, c2, c3, ..cn]
be a lexicon word where ci represent each character

and let X=[x1, x2, x3..xm] be the best fit segmentation

points that either individually or in combination rep-

resent each character. Let S=[s1, s2, s3..sn] represent

the final segments representing each character, where

each si is a combination of one or more xi. Given a

genuine keyword image, each si has a very high confi-

dence of it matching the character ci. Conversely, for

an input image not belonging to the keyword, the con-

fidence would be low. The proposed dynamic back-

ground model learns these behavior.

The concept of dynamic background model was

first proposed in speech [2] where local hypotheses at

phoneme level and global hypotheses at word level were

used to learn such models. Similar to this idea, the pro-

posed dynamic background model uses a combination

of local character matching scores and global word hy-

potheses scores as features. The first set of features,

consisting of local character matching scores, are ob-

tained using a two pass algorithm. In the first pass we

find the best segmentation hypothesis and estimate the

best segmentation points for the current image. In the

second pass the K best matching scores per segment are

obtained. The second set of features include the top N

hypotheses scores at the word level. The length of re-

sulting feature vector F is thus denoted by

|F (x)| = K ∗ word length+N (1)

These features are then normalized using the min-max

normalization given by Score(fi) =
fi−mini

maxi

where fi
is the feature in ith dimension and mini and maxi is

the minimum and maximum of ith dimension.

The estimated segmentation points and corresponding

score level features for a word image are shown in fig-

ure 2. At max four segments are combined per character

and best character hypotheses matching the combina-

tion is considered. In the first pass, the recognizer finds

the suitable start and end segments for each character of

each word in the lexicon containing the set of keywords.

In the second pass top K character matching scores for

these combination is found. As elaborated earlier, the

underlying assumption is that for a given keyword im-

age the segments combination would be more appropri-

ate resulting in a better local character matching scores.

On the other hand if word image is not a keyword,
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Figure 2: Segmentation Output and Feature Extraction

At max four segments are combined to get the final hy-

potheses at character level.

the combination would be inappropriate resulting in a

poorer local matching score. Similarly, the word hy-

potheses scores for Keywords would be better than the

non-keywords. It was also observed that the difference

between the top two word level hypotheses scores was

higher in case of a keyword than a non-keyword. The

addition of local character matching scores to our fea-

ture vector provides a smoothing factor to overall results

and helps in disregarding non-keywords over keywords.

Thus this approach easily learns the dependencies be-

tween a lexicon word and the recognizer and is simple

to integrate.

2.1 Classification

The final stage of the framework is to learn a

two class classifier to separate keywords from Non-

keywords. Let X ε Rm be the features extracted from

R labeled samples of keywords and Non-keywords and

let Y ε [0, 1] be the corresponding labels. A two class

Logistic Regression (LR) and Support Vector Machines

(SVM) [3] is trained on above labeled samples. Since

a lexicon has keywords of varying length and the di-

mension of the feature vector depends on the length

of the keyword as denoted by 1, we are dealing here

with different length feature vectors belonging to same

class. Logistic Regression (LR) tends to overcome

this issue. We fix the size of the feature vector to be

K ∗max word length + N and set all unknown val-

ues to zero. We define the error function by taking the

negative logarithm of the likelihood denoted by

E(w) = −ln p(y|w) (2)

−ln p(y|w) = −
R∑

r=1

yrlnfr + (1− yr)ln(1− fr)

(3)

where yr is the target label and fr is denoted by the

sigmoid function.

fr = σ(wT ∗ −→xr) (4)

Given enough labeled samples of variable length,

weights w can be updated to allow varying length fea-

ture vector.

The second classifier used here is Support Vector

Machines (SVM). The underlying assumption of using

SVM is that the scores at the character and word level

for a keyword and non-keyword are well separated in

the higher dimension feature space and there exists a

decision boundary to separate such hypotheses. The

training involves minimizing of the error function

1

2
wTw + C

R∑

i=1

ξi (5)

subject to the constraint

yi(w
Tφ(xi)+ b) ≥ 1− ξi, for ξi ≥ 0, i = 1, ..R (6)

Here C, is the Capacity constant used to penalize the

error in classification during training, w is the vector

coefficients and φ is the basis function applied on the

training data xi. We used a radial basis kernel for train-

ing.

3 Recognizer

The recognizer [9] used in our system is a segmenta-

tion based recognizer but the model can be integrated

with HMM based, segmentation free recognizers as

well. Given a set of lexicon words and an input image,

it returns the lexicon words sorted in the increasing or-

der of corresponding matching scores. The input image

is first segmented into segments. A maximum of four

segments is then combined and a 74 dimensional gra-

dient based feature vectors is extracted. The distance

between features extracted from each combination with

trained character clusters is then calculated as below:

d(i) = minjD(
−→
fv, c(ci, j)) (7)

where d(i) is the minimum distance of feature vector of

the combined segment with character ci and (ci, j) is

the jth cluster center for ci. D(∗, ∗) is the Euclidean

distance between the feature vectors. Given a lexicon

word the matching score is calculated using Dynamic
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Programming. The score for a given Lexicon word L =

(c1, c2, c3, .., ck) is given by

S = min
d21 + d22 + d3i + ..+ d2k

k
(8)

where di is the euclidean distance for each combi-

nation and a minimum score is taken over all possible

groupings of segments to represent character. Reader is

referred to [9] for further reading.

4. System Overview

The proposed approach was evaluated on document

images taken from camera as well as from scanner. The

overview of the framework is shown in figure 1. Images

taken from Camera suffer from problems such as vary-

ing illumination, intensity, bleeding, perspective distor-

tion and uneven background. We evaluate our approach

on images without any perspective distortions or clut-

tered background. These will be considered in future

work. The camera images require extra preprocessing

before binarization as compared to the scanned Images.

Some of the additional preprocessing steps are listed be-

low.

4.1 Preprocessing And Word Segmentation

The colored camera image is first converted into

grayscale and background light intensity is normal-

ized using a adaptive linear or non linear function

[17] that best fits the background. The background

normalized image is further enhanced by Histogram

Normalization[18]. The algorithm computes the dis-

tribution over grey levels in the image. A percentage

of both high and low intensity grey level values is ig-

nored and remaining values are rescaled to range of 0-

255. Zhixin applied these normalization techniques on

camera images of Historical Documents with good re-

sults. Finally, the normalized image is binarized using

an adaptive thresholding algorithm [5]. Five n*n win-

dows are considered with one in the middle centered at

pixel under consideration and 4 other blocks adjacent to

the corner of the center block. A weighted difference

between the average pixel intensity in the middle block

and that in the other 4 blocks provides the center pixel’s

binary value. The binarization result is shown in figure

3e. The effect of Normalization on these camera im-

ages can be seen in figure 3d. On certain poor quality

blurred images normalization improves the binarization

results immensely. The scanned images were binarized

using the standard otsu algorithm[13]. The binarized

output is then line segmented using algorithm proposed

by Zhixin [19] which uses steerable filter to convert a

down sampled version of the input document image into

Adaptive Local Connectivity Map (ALCM). Connected

Component based grouping is done to extract each text

line. Finally, Word Segmentation is done by finding

convex hulls for each connected component and learn-

ing distribution over the distances between the centroids

of the convex hulls for within and between word gaps.

The word segmented output is shown in figure 3f.

5. Experimental Results

We evaluate our system on two datasets consisting

of Camera Images and Scanned Images respectively.

The Camera images dataset consisted of images of 100

handwritten documents from IAM dataset [12] taken

from 5MP resolution camera. Each document contained

on an average 8 lines and 60 words. Therefore to-

tal number of possible candidates were approximately

6000 and number of Keyword occurrences for lexicon

size 10 were approximately 2.4%. A portion of sam-

ple image is shown in 3a. The images were background

and histogram normalized and binarized using the adap-

tive thresholding algorithm followed by line and word

segmentation. A two class SVM and Logistic Regres-

sion classifiers were trained on a total of 2000 Keyword

and Non-keyword images not taken from the 100 docu-

ments used for evaluation. The values K and N were

found empirically and top K local scores and top N

word hypotheses scores were extracted and passed to

Logistic Regression and SVM for this one time train-

ing. Best results were obtained for K = 2 and N = 4.

The groundtruth of each document was used as lexicon

to get the best matching scores for keyword for training.

An arbitrary lexicon was used to get all non-keyword

scores. Two separate experiments with Top 10 and Top

100 most frequent occurring terms in the IAM dataset,

considered as keywords, were carried out . The average

length of the keywords for lexicon of size 10 and 100

was approximately 7 characters. In both cases the sys-

tem was evaluated in terms of average Precision defined

by TruePositive
TruePositive+FalsePositive

and average Recall de-

fined as TruePositive
TruePositive+FalseNegative

for both SVM and

LR. The results are shown in Table 1. As evident both

LR and SVM perform equally good. In case of LR, dif-

ferent threshold can be applied on sigmoid output. A

high threshold would result in lower false accept and

a low threshold would result in low false reject. With

increase in the size of the lexicon the precision and re-

call decreases which is expected .Even, in case of SVM,

there exist ways to measure the confidence where sig-

moid function can be applied on distance from margin

and a threshold can be applied on the sigmoid output.

The approach was also evaluated on 900 line images
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(a) Original Image (b) Binarized Image Using Otsu

(c) Background Normalized Image (d) Histogram Normalized Image

(e) Final Binarized Image after c) d) and Adaptive

Binarization

(f) Word Segmentation Results (g) Spotting

Figure 3: Spotting Result for Camera Images. Binarization using global algorithms like otsu fail drastically for Camera

Images due to varying light intensity and illumination. The normalization followed by an adaptive binarization gives

far better binarization results. Spotting result show two True Positive and one False Positive.

Figure 4: ROC for Scanned Images from IAM Dataset

Using Logistic Regression

of IAM Dataset [12] on same keyword list of size 10

and 100. The line images were binarized using the otsu

algorithm and same word segmentation algorithm was

applied. The ROC curve for Logistic Regression is plot-

ted considering different threshold from the output of

sigmoid function. The plot is shown in figure 4. The

best f-measure, which is weighted harmonic mean of

precision and recall is shown in Table 2.

Table 2: Best F-measure for Scanned Images with LR

Lexicon Size Precision Recall F-measure

10 0.4906 0.6190 0.5474

100 0.4173 0.4818 0.4473

6. Conclusion & Future Work

We proposed an adaptive way of learning the back-

ground model often required for Keyword Spotting in

handwritten documents. The idea was first applied in

speech and the results prove that they are applicable in

handwriting as well. The only limitation of this ap-

proach is that it relies on proper word segmentation.

However, it is adaptable and can be easily integrated

with any recognizer. Although the method was applied

on a segmentation based recognizer, a similar two pass

algorithm can be applied on segmentation free recog-

nizers as well. The normalization techniques used for

camera images help in enhancing the images and seg-

ment out the background from foreground text. We fo-

cused on images with varying illumination and intensity

584



Table 1: Spotting Accuracy for Camera Images

Lexicon Size 10 Lexicon Size 100

Classifier Avg. Precision Avg. Recall Avg. Precision Avg. Recall

Logistic Regression 0.44 0.60 0.42 0.45

SVM 0.40 0.62 0.49 0.47

and some bleeding as well. Other issues such as per-

spective distortion will be considered in future works.

Certain feature selection and active learning strategies

can also be incorporated to improve the classifiers ac-

curacy. Such methods would allow the selection of

most distinguishable keywords and non-keywords fea-

tures for learning a better classifier.
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