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Abstract - Classifier combination is a powerful paradigm to 

deal with difficult pattern classification problems. As matter of 

this fact,  multi-classifier systems have been widely adopted in 

many applications for which very high classification 

performance  is  necessary. Notwithstanding, multi-classifier 

system design is still an open problem. In fact, complexity of 

multi-classifiers systems make the theoretical evaluation of 

system performance very difficult and, consequently, also the 

design of a multi-classifier system. This paper presents a new 

approach for the design of a multi-classifier system. In 

particular, the problem of feature selection for a multi-

classifier system is addressed and a genetic algorithm is 

proposed for automatic selecting the optimal set of features for 

each individual classifier of the multi-classifier system. The 

experimental results, carried out in the field of handwritten 

digit recognition, demonstrate the effectiveness of the proposed 

approach.  

Keywords: Multi-classifier System, Digit Recognition, Genetic 

Algorithms. 

I. INTRODUCTION 

Classifier combination is an effective strategy to solve 
difficult classification problems, like those related to on-line 
and off-line  handwriting recognition [1]. On the basis of the 
kind of decisions combined, methods for classifier 
combination can be categorized into measurement-level, 
ranked-level and abstract-level methods [2]: Measurement-
level combination methods combine values provided by 
individual classifiers as a measure of the degree of 
membership of the input pattern to each class; Ranked-level 
combination methods combine ranked lists of class labels 
ordered according to the degree of membership of the input 
pattern; Abstract-level combination methods simply combine 
top-class labels.  

Whatever combination method is used, the efficacy of the 
combined classifier depends on the performance of the 
individual classifiers and on the degree of diversity among 
them [3,4,5]. For this purpose, research has been devoted so 
far in order to the the analysis of multi-classifier system 
behaviour [6, 7, 8, 9, 10, 11, 12, 13] as well as on the 
techniques to design individual classifiers well-suited for the 
realization of multi-expert systems [14, 15, 16].  

In this field the role of feature selection is crucial. In fact 
feature selection allows the choice of the best subset of the 

features available from the data to be considered for pattern 
classification. The best subset should contains the least 
number of features ensuring high accuracy, whereas 
unimportant features should be discarded. In the past, many 
approaches have been proposed for feature selection. Kira 
and Rendell described a statistical feature selection algorithm 
that uses instance based learning to assign a relevance weight 
to each feature [17]. Koller and Sahami proposed a method 
for feature selection in which cross-entropy is evaluated to 
minimize the amount of information lost during feature 
elimination [18]. Kohavi and John introduced wrappers for 
feature subset selection [19]. Their approach searches for an 
optimal feature subset tailored to a particular learning 
algorithm and a particular training set. John, Kohavi and 
Pfleger addressed the problem of irrelevant features 
detection and elimination [20]. Pudil, Novovi!cov´a and 
Kittler presented sequential search methods characterized by 
a dynamically changing number of features included or 
eliminated at each step [21]. Guyon and Elisseeff proposed 
variable selection in two alternate ways: (1) with a variable 
ranking method using a correlation coefficient; (2) with a 
nested subset selection method performing forward or 
backward selection [22]. Yang and Honavar used a genetic 
algorithm for feature subset selection [23]. Raymer et al. 
presented a hybrid approach that combines a k-nearest-
neighbors classifier and a genetic algorithm. In this case they 
perform a simultaneous optimization of feature weights and 
selection of key features by including a masking vector on 
the genetic algorithm chromosome [24]. Also Wan et al. 
demonstrate that a genetic algorithm, combined with a 
classification algorithm, can improve classification 
efficiency, precision and robustness [25]. 

This paper focuses on the selection of the most profitable 
feature sets of the individual classifiers, for combination 
purposes. The problem of feature selection – of a multi-
classifier system - is here considered as an optimization 
problem and the optimal feature sets are determined by a 
binary-coded genetic algorithm as those sets which 
maximize the performance of the combined classifier. The 
experimental results, carried out in the field of handwritten 
digit recognition, demonstrate the effectiveness of the 
approach. 

The organization of the paper is the following: Section 2 
presents the problem of multi-expert system design by 
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selection of the best feature set of each individual classifier. 
The binary coded genetic algorithm for the optimization of 
the feature sets of each individual classifier of the multi-
expert system is discussed in Section 3. Section 4 presents 
the experimental results, carried out in the field of 
handwritten digit recognition, that demonstrate the 
effectiveness of the proposed approach.  

II. MULTI-EXPERT SYSTEM DESIGN 

Let C={C1,C2,…,CM} be the set of pattern classes and 
A={A1,A2,…,AK} be the set of K abstract-level classifiers of 
the multi-classifier system, being Fi the feature set of Ai, for 
i=1,2,…,K. In addition, let CR be the combination rule used 
for decision combination. When an unknown input pattern x 
has to be classified, it is first fed to each Ai that provides the 

response Ai(x)∈C. Finally, all responses are combined to 
obtain the final classification result: E(x)= E(A1(x), 
A2(x),…,AK(x), CR)  [1, 2].  

 

 
 

Figure 1.  Multi-classifier System 

In this paper the problem of multi-expert system design is 
considered as an optimization problem. More specifically, 
the optimal features of each individual classifier are selected 
as those features for which the classification performance of 
the multi-expert system is maximum. More precisely, the 
optimization problem related to multi-expert design is 
formulated as follows: 

 
Select the optimal feature sets F1, F2,…, FK, for which the 

Cost Function associated to the classification result of the 
multi-expert system is minimum: 

 
CF(E(A1,A2,… Ak,…,AK, CR))   Min.            (1) 

 
where, in this work, it is assumed that: 

! Fk is a subset of F={f1,f2,….,fT}, k=1,2,…,K; 
! CF(E(A1(F1),A2(F2),…,Ak(Fk),…,AK(FK),CR)) is the Error 

Rate of the multi-expert classifier, being Fk the feature set 
of Ak, k=1,2,…,K.  

III. A GENETIC ALGORITHM FOR MULTI-EXPERT 

OPTIMIZATION 

Genetic algorithms are adaptive methods inspired by the 
processes of natural evolution and widely used to solve 
optimization problems [26, 27]. In particular, when a genetic 
algorithm is considered, the initial population – that 
corresponds to a set of possible solutions -  evolves 
according to the principles of natural selection and survival 

of the best individuals. In this section, a binary-coded genetic 
algorithm is presented for the optimization problem of eq. 
(1). The  initial – population  

 

Pop={Φ1, Φ2, ...,Φi, ... ,ΦΝpop}             (2) 
 
is created by generating  Npop random individuals (Npop 

even). Each individual is a binary vector  
 

Φi=  p1,p2,...,pΤ,   pΤ+1,p Τ+2,...,p2Τ,... 

...., pkΤ+1,pkΤ+2,...,p(k+1)Τ,..., p(Κ−1)Τ+1,p(Κ−1)Τ+2,...,pΚΤ!    (3) 
 

where, for each  t=1,2,…,(K+1)⋅T, each element pt is a 
flag defining the absence / presence of the feature fi  in Fk 

(the feature set of the classifier Ak), being t=(k-1) ⋅T+i   
(k=1,2,…K; i=1,2,….,T). More precisely: 

! pt =0    fi  is in Fk 
! pt =1    fi  is not in Fk. 

 
The fitness value of an individual 

Φi= p1,p2,...,pj,...,pΚΤ!  is taken as the classification cost  
 

CF(E(A1(F1),A2(F2),…,Ak(Fk),…,AK(FK),CR)). 
 
From the initial - population, the following genetic 

operations are used to generate the new populations of 
individuals [28]: 

Individual selection 
Crossover 
Mutation 
Elitist strategy. 
 
1) In the individual selection procedure Npop/2 random 

pairs of individuals are selected, according to a roulette-
wheel strategy. Figure 2 shows an example of individuals 
with different fitness values. In this case the probability for 

an individual Φi to be selected is equal to 

Pselection(Φi)=Fitness(Φi)/Total Fitness. 

 
Figure 2.  Roulette-wheel strategy 

2) The crossover operator uses the one-point strategy. 
Therefore let 
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be two parent individuals, the two offspring individuals 
of the next generation are: 
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where s is a random integer, 1<s<KT. 
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Figure 3.  Single point crossover 

3) The mutation operator changes each element pt  of an 

individual ΦI, according to the mutation probability 
Mut_prob.  

 
Figure 4.  Mutation 

4) From the Npop individuals generated by the above 
operations, the elitist strategy removes one random 
individual from the current population that is substituted by 
the individual with the minimum cost in the previous 
population. 

 
Steps from 1 to 4 are repeated until Niter

 successive 
populations of individuals are generated. When the process 
stops, the optimal set of features is obtained by the best 
individual of the last-generated population. 

IV. EXPERIMENTAL RESULTS 

For the experimental test the set of pattern classes 

Ω1={0,1,2,3,4,5,6,7,8,9} was considered, concerning the 10 
numeral digits. The data sets of the CEDAR database were 
used in this case [29]: 18223 patterns for learning (BR 
directory) and 2128 patterns for the test (BS directory). The 
following features were extracted from each digit image 
[30,31,32]: 

 

" Contour Profiles (Figure 5) : 

" f1,…,f8 : the locations of  maxima and minima in the 

profiles  

" f9,…,,f24 : the locations of maximum and minimum 

peaks in the profiles 

" f25 , f28: the locations of maxima and minima in the 

height 

" f29 , f32 : the locations of maxima and minima in the 

width; 

 

 

Figure 5.  Contour Profile Features 

" Geometric Feature (Figure 6): 

" f33: holes; 

" f34, f35, f36, f37: vertical-up, vertical-down, 

horizontal-right, horizontal-left cavities; 

" f38, f39, f40, f41: vertical-up, vertical-down, 

horizontal-right, horizontal-left end-points. 

 

 
 

Figure 6.  Geometric Feature 

" Intersection with lines (Figure 7): 

" f42,…,f46 : intersections with five vertical lines 

" f47,…,f51 : intersections with five horizontal lines 

" f52,…,f56 : intersections with five diagonal lines 

(+45°) 

" f57,…,f61 :   intersections   with   five diagonal lines 

(-45°); 

 

 

Figure 7.  Intersections Feature 

" Extrema Points (Figure 8): 

" f62, f63, f64, f65:  Top, bottom, left, right extrema 

points  ; 

 

 

Figure 8.  Extrema Point Features 

 

" Cross Points (Figure 9): 

" f66 :  Cross Points. 

 

Figure 9.  Cross Point Feature  

This set of feature was considered to develop a multi-
classifier system, in which the decisions of five individual 
classifiers A1, A2, A3, A4, A5 , each one based on a k-NN 
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classification rule (k=3) were combined by a Majority 
Voting (MV) rule. 

 

Table I. The Optimal Individual (Feature Vectors) 
Feature 

Type 

Feature F1 F2 F3 F4 F5 

 

Contour 

Profile 

f1 0 0 0 0 1 

f2 1 0 0 0 0 

f3 1 0 0 0 1 

f4 0 1 1 1 0 

f5 0 0 0 1 1 

f6 1 1 1 0 0 

f7 0 1 0 1 1 

f8 0 1 1 1 1 

f9 0 0 1 0 0 

f10 1 1 1 1 1 

f11 1 0 1 1 0 

f12 1 0 0 0 1 

f13 0 1 1 1 1 

f14 0 0 1 0 1 

f15 1 0 0 1 0 

f16 0 1 1 1 1 

f17 0 1 1 1 1 

f18 1 0 0 1 1 

f19 0 0 0 0 0 

f20 1 1 0 1 1 

f21 0 1 1 1 0 

f22 1 0 1 1 0 

f23 0 0 0 0 0 

f24 1 0 1 1 1 

f25 1 1 0 0 1 

f26 0 0 1 1 1 

f27 0 1 0 1 0 

f28 1 0 1 0 0 

f29 1 0 0 0 0 

f30 0 1 0 0 0 

f31 0 1 1 1 1 

f32 0 1 1 1 1 

 

Geometric 

f33 0 0 1 0 0 

f34 1 1 1 0 1 

f35 1 1 0 0 1 

f36 1 1 1 1 1 

f37 1 1 1 1 0 

f38 1 1 1 1 0 

f39 1 1 1 1 0 

f40 1 0 1 0 1 

f41 1 0 0 0 0 

 

Intersection 

f42 0 1 1 0 0 

f43 1 1 0 1 1 

f44 0 0 1 0 0 

f45 1 0 1 0 0 

f46 1 0 0 1 1 

f47 0 0 1 1 1 

f48 1 1 1 0 1 

f49 1 1 0 1 1 

f50 1 1 1 0 1 

f51 1 0 1 1 1 

f52 0 0 0 0 0 

f53 1 0 1 1 0 

f54 0 0 1 0 1 

f55 0 0 0 1 1 

f56 0 0 1 0 1 

f57 1 0 1 1 1 

f58 1 0 0 0 0 

f59 0 0 0 1 0 

f60 0 0 0 1 0 

f61 1 1 1 1 1 

 

Extrema 

Points 

f62 0 1 0 1 0 

f63 0 1 0 0 0 

f64 0 1 1 0 1 

f65 0 1 0 1 0 

Cross Point f66 0 1 0 0 0 

 

The genetic algorithm must define the optimal feature set 
F1, F2, F3, F4, F5 for A1, A2, A3, A4, A5, respectively. For this 
purpose, the following free-parameter values of the genetic 
algorithm were pre-estimated: NPop=10,   N

iter
=40,  

Mut_prob=0.05,  max_displ=3,  b=1.0. Figure 10 shows the 

behaviour of the cost function of the best individual of each 
generation.  

 

 

Figure 10.  Cost Function vs iterations 

In particular, the Genetic Algorithm allows to define the 
optimal individual, i.e. the best feature set of each classifiers, 
as reported in Table I.  

When the best feature sets are used, the recognition rate 
of the multi-classifier system is equal to 94%. Conversely, 
when a random feature set is used , the recognition rate is 
equal to 72%, on average. Therefore, the GA permits a 
reduction of the cost function (error rate) from 28% to 6%.  

V. CONCLUSION 

In this paper the problem of automated configuration of 
multi-classifier systems is addressed. A new approach is also 
proposed, based on a genetic algorithm. In particular the 
approach allows the definition of the best feature set for each 
individual classifier, able to  optimize the performance  of 
the multi-classifier system. The approach, that has been 
applied to the field of handwritten digit classification, has 
demonstrate that genetic algorithms are capable to 
significantly support automated configuration of multi-
classifier systems.  
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