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Abstract 
 

This paper presents a character recognition based 

approach to search for a keyword in on-line 

handwritten Japanese text. It employs an on-line 

character recognizer or an off-line recognizer, 

produces recognition candidates and search for a 
keyword in the lattice of the candidates. This paper 

also presents a feature matching based approach 

employing on-line features or off-line features. We 

compare the above two approaches and conclude that 

the character recognition based approach yields 

superior performance compared to the feature-
matching-based approach. 
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1. Introduction 
 

Pen-input devices such as PDAs, tablet PC’s and 

electronic whiteboards as well as touch-sensitive 

devices such as iPod and iPad are spreading into the 

world drastically and forming a new platform where a 

keyboard is too large for operation or not suitable for 

human computer interaction. On these devices, a pen-

tip or a fingertip is traced and its trajectory is expressed 

by a time-sequence of strokes and each stroke is again 

a time-sequence of coordinates from pen-down to pen-

up. A sequence of strokes is classified as on-line 

handwriting or handwritten patterns, which are often 

called digital ink. 

Digital ink is recognized by on-line handwritten 

character recognition (ONHCR) or left unrecognized. 

Due to the proliferation of pen-input or touch-sensitive 

devices, accumulation of digital ink is expected so that 

digital ink should be searchable though it should not be 

necessary recognized when it is written. For instance, 

one is to find occurrences of a phrase or a keyword 

within digital ink. The phrase is given in some 

encoding (such as ASCII or Unicode) or in digital ink. 

The problem is how to find occurrences accurately and 

efficiently. 

Early work was made by Lopresti et al. [1]. They 

proposed ink search at several level of representations. 

They continued this research and formulated 

approximate string matching and fuzzy logic [2], 

which is also valid for noisy text after OCR (off-line 

paradigm). They were followed by Senda et al. [3] for 

Japanese text and Jawahar et al. for Indian text [4]. 

They have employed feature matching; On the other 

hand, Zhang et al. and Oda et al. have employed 

ONHCR for Chinese text [6] and for Japanese text [5], 

respectively. They prepare candidate lattices from 

digital ink, which are much richer representations than 

just sequences of top candidates. 

In general, digital ink search at low level features is 

language independent but often writer dependent while 

that at the level of recognized character level is 

language dependent but can be writer independent if 

ONHCR is writer independent. Accuracy and 

efficiency depend on features, methods, screening, 

indexing and so on.  

Not only for on-line handwriting patterns, but also 

searching for a word or phrase within scanned 

documents has been studied for many years. Often 

target documents are very old and damaged hand-

printed or printed documents so that optical character 

recognition (OCR) does not work well for them [7]. In 

this field, often the term “word spotting” is used. Here 

again, the character recognition based approach [8, 9, 

10, 11, 12] and the feature matching based approach 

have been employed [13, 14, 15] 
Between offline paradigm and online paradigm, 

common methods and techniques are applicable 

although they differ since features, suitable 

segmentation methods and character recognition 

methods differ. 
Focusing on on-line paradigm, i.e., digital ink 

search, we propose an ONHCR-based system and 
compare it with a feature-matching-based keyword 

search approach. The on-line or off-line features 

employed in this study are those used in most of high 

performance systems. The rest of this paper is 

organized as follows: Section 2 details the architecture 

of ONHCR-based digital ink search. Section 3 

describes the feature-matching-based keyword search 
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approach. Section 4 details the ex

presents our consideration. Section

conclusion. 
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In query pattern generation, a search keyword is 

input either from a keyboard as character code or from 

a tablet as digital ink. Two approaches are noted as 

code-based and ink-based, respectively. In this paper, 

we focus on the code-based approach where each 

character of the keyword is converted to a standard on-

line or off-line pattern and their sequence is prepared 

for matching.  

As for the over-segmentation of the target digital 

ink and the feature extraction, we employ the same 

methods described in Section 2. Fig. 7 shows an 

example of over-segmentation. 

In feature matching, the keyword pattern is directly 

matched with digital ink by block shift. Given a 

keyword of m characters, we extract candidate regions 

from the digital ink starting from the current (initially 

first) primitive segment up to n consecutive primitive 

segments, where we consider n as wide as [m, 5*m] so 

that we do not miss the occurrence of the keyword 

pattern. The search algorithm computes a similarity 

score between the keyword pattern and all candidate 
regions, and produces the location of the candidate 

pattern if its matching score is less than a certain 

threshold. Then, it shifts the target regions by one 

segment and repeat this process.  

 
 

Fig. 7 An example of over-segmentation 

 

We represent the keyword pattern as 9  and the 

candidate regions as ":  where j is an index of 

candidate regions6;< & 0#= # >?6.  
For on-line feature-matching-based approach, the 

keyword pattern 9  is a concatenated sequence of 

feature points of standard on-line patterns for 

constituent characters of the keyword. On the other 

hand, each candidate region is linearly normalized to 

the size of the keyword pattern as shown in Fig. 8 and 

feature points are extracted from each candidate region. 

Then, 9  consisting of @A  feature points and ": 
consisting of @B  feature points are represented as CDE# DF=DGHI  and 6CJE# JF=JGKI , respectively, where 

D2!7 L @A%  and JM!7 L @B%  are the feature point 

coordinates of 9  and 6": . Then, the similarity score 

between the keyword pattern and each candidate 

region is measured by recurrence equation in Eq. (2), 

where N!7# <% is the Euclidean distance between D2  and JM. 

 O9# ":P & 

QRS!T# :% & UT(V QRS!TW'#:%QRS!TW'#:W'%
QRS!T#:W'%

X Y Z!T# :%           (2) 

 
 

Fig. 8 Matching strategy of on-line feature-

matching-based method 

 

 
 

Fig. 9 Matching strategy of off-line feature-

matching-based method 

 

For off-line feature-matching-based approach, 

unlike the above on-line approach, the keyword pattern 9 is a split sequence of standard off-line features of 

constituent characters for the keyword. The keyword 

pattern is matched with all paths which belong to a 

candidate region by a tree match strategy and the 

highest score among them is output. Fig. 9 shows the 

tree match strategy. Each path has m candidate 
patterns where each candidate pattern is composed of 

a primitive segment or multiple consecutive segments. 

The off-line feature values same as those described in 

2.1 are extracted from each candidate pattern. Then, 9 

consisting of [  character patterns is represented as C\'# \]=\UI, while 6": &6 C":TI denotes a set of paths 

in a candidate region, where i is the index of path and 

each 6":T  consists of [  candidate patterns and 

represented as C^'# ^]=^UI. Here, \T  and ^Tare d-

dimensionality feature vectors denoted 

as 6;_2E # _2F# = _8̀ ?  and 66;a2E# a2F# =a2̀ ? . Then, the 

similarity score is calculated by Eq. (3), where bb666bb66is 

the Euclidean metric.  
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 O9# ":TP & ) bb\T c^TbbUTd'                     (3) 

In the feature matching-based-approach (both on-

line and off-line), some output results may have 

overlap and the one of lower score is pruned in the 

same way as the ONHCR-based approach. 

 

4. Experiments and evaluation 
 

4.1. Sample pattern databases 
To evaluate the performance of the proposed 

keyword search approach, we employ “HANDS-

Kondate” on-line handwritten text database (in brief, 

Kondate). Kondate is written by 100 participants 

including 13,680 lines of text. We perform a 5-fold 

cross validation. The 13,680 text lines are split up into 

five blocks, consisting of 2,736 text lines each. Four 

blocks are used for training, and the remaining one for 

testing.  On the other hand, the feature-matching-based 

keyword search approach does not need to be trained 

so that we use the test data for the ONHCR-based 

approach also to evaluate the performance of the 

feature-matching-based approach. The keyword set to 

test includes 48 keywords composed of two characters, 

81 composed of three characters , 51 composed of four 

characters,25 composed of five characters and 13 

composed of six characters, which totally appear 4,495 

times, 6,315 times , 3,728 times,1,798 times and 842 

times respectively in the test data of digital ink. 

For training the character recognizers, we use 

“HANDS-Nakayosi” database (in brief, Nakayosi) 

[21]. Nakayosi is a set of on-line handwritten character 

patterns written by 163 participants with each 

contributing 11,962 character patterns. 

We generate keyword patterns of individual 

characters from (HANDS-TEHON) database which 

includes 7,722 character patterns of correct stroke 

number and order (Kanji: 7116, Kana: 169, Roman 

characters: 52, Numerals and Symbols: 385). 

We evaluate the performance of the search methods 

by f-measure                                

f-measure = 
2 

(4) 
1/r +1/p 

 

r= 
Number of correct search 

(5) 
Number of search keywords in target data 

 

p= 
Number of correct search 

(6) 
Number of searched items (include noise) 

 

where r is recall and p is precision defined in Eq.(5) 

and Eq.(6), respectively. The recall rate measures the 

tolerance to search errors, while the precision rate 

measures the tolerance to search noises. The f-measure 

is an overall performance of the search system. 

 

4.1. Results and discussion 
We evaluate the proposed approach for digital ink 

search in a series of experiments. The first experiment 

is to investigate how the different recognizers affect 

the performance. We test the on-line and the off-line 

recognizers. Table 2 shows the performance of the two 

recognizers. As longer the keyword is, as higher f-

measure is probably because the larger amount of 

information is employed for search. 

The second experiment compares the ONHCR-

based approach with the feature-matching-based 

approach, which employs the same features as the 

former. Table 4 shows the performance by the latter. 

As in Table 2, as longer the keyword is, as higher f-
measure is. 

Table 2. Performance of ONHCR-based approach 

Keyword 
length 

online offline 

r p f r p f 

2 .7243 .7468 .7354 .7511 .7494 .7502 

3 .8000 .8165 .8082 .8371 .8150 .8259 

4 .8555 .8539 .8547 .8718 .8433 .8573 

5 .9156 .8753 .8950 .9296 .8731 .9004 

6 .9158 .9079 .9119 .9575 .8762 .9151 

 
 

Table 3. Performance of feature-matching-based approach 

Keyword 
length 

online offline 

r p f r p f 

2 .5412 .5456 .5434 .6071 .6359 .6212 

3 .7393 .7449 .7421 .6925 .6976 .6950 

4 .7374 .7524 .7448 .7329 .7505 .7416 

5 .8003 .7977 .7990 .8416 .8518 .8467 

6 .8610 .8631 .8621 .8214 .8501 .8355 

 

By comparing Table 2 and Table 3, we can see that 

both of the ONHCR-based keyword search methods 

(on-line and off-line features) have higher performance 

than the feature-matching-based keyword search 

methods. This is probably because the ONHCR-based 

approach reflects deformation models in terms of 

discriminant functions such as MRF, MQDF or else, 

while the feature-matching-based approach cannot 

exploit a prior knowledge to pattern matching and only 

employ geometrical or shape measures of similarity. 

On the other hand, the ONHCR-based keyword 

search approach does not support languages which are 

not assumed, and it requires a large amount of training 

patterns. If neither the language nor the alphabet is 

known, the feature-matching-based approach might be 

the only option available. 

550



In this paper, we have excluded the ink-based 

feature-matching based approach, but ink-based 

methods may produce better search performance for 

his/her own handwriting. 

 

5. Conclusion 
 

In this paper, we have proposed the character 

recognition based approach for keyword search in on-

line handwritten Japanese text and compared it with 

the feature matching based approach.  

Whether on-line features or off-line features are 

employed, the character recognition based approach is 

superior to the feature matching based approach 

probably because the character recognition based 

approach reflects deformation models in terms of 

discriminant functions while the feature-matching-

based approach cannot exploit a prior knowledge to 

pattern matching and only employ geometrical or 

shape measures of similarity. In  western historical 

documents, however, often feature matching based 

methods have been reported, which contradicts with 

our results. The difference is two points: language and 

document quality. Therefore, we should like to test on 

low quality ink patterns which might be generated by 

degradation models.  

On the other hand, the character recognition based 

approach assumes the language to be searched and it 

requires a large amount of training patterns. If neither 

the language nor the alphabet is known, the feature-

matching-based approach might be the only option 

available. 
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