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Abstract

When performing handwriting recognition on nat-

ural language text, the use of a word-level language

model (LM) is known to significantly improve recog-

nition accuracy. The most common type of language

model, the n-gram model, decomposes sentences into

short, overlapping chunks.

In this paper, we propose a new type of language

model which we use in addition to the standard n-gram

LM. Our new model uses the likelihood score from a sta-

tistical machine translation system as a reranking fea-

ture. In general terms, we automatically translate each

OCR hypothesis into another language, and then create

a feature score based on how “difficult” it was to per-

form the translation. Intuitively, the difficulty of transla-

tion correlates with how well-formed the input sentence

is. In an Arabic handwriting recognition task, we were

able to obtain an 0.4% absolute improvement to word

error rate (WER) on top of a powerful 5-gram LM.

1 Introduction

Language modeling is a crucial component in a num-

ber of natural language processing tasks, including Op-

tical Character Recognition (OCR). The purpose of lan-

guage modeling is to determine how “valid” a natural

language sentence is, independent of the input signal

which was used to generate the sentence. Modern OCR

systems primarily use an n-gram language model (LM),

which treats each sentence as a series of short, overlap-

ping chunks, called n-grams.

1This paper is based upon work supported by the DARPA MAD-

CAT Program. The views expressed are those of the authors and do

not reflect the official policy or position of the Department of Defense

or the U.S. Government. Approved for Public Release, Distribution

Unlimited.

In this paper, we propose a new types of language

model, which is based on the translation likelihood

of a statistical machine translation (SMT) system. To

give an example, imagine that we have an Arabic

OCR hypothesis sentence for which we would like to

compute the language model score. We simply feed

this sentence into an Arabic-to-English (or Arabic-to-

Anything) SMT system, and generate an English trans-

lation of the Arabic sentence. Then, we can use the

translation likelihood score produced by the SMT sys-

tem as an additional feature in our OCR system, while

the English translation itself is discarded. We refer to

this model as the SMT-LM.

To give intuitive support to our approach, one can

imagine that at a high level, a “better” input sentence

will be “easier” for the SMT system to translate, and

thus its translation will receive a higher SMT likelihood

score. However, we believe that the SMT-LM also pro-

vides more principled benefits, such implicit paraphras-

ing, improved probability estimation, and long-distance

modeling.

We follow an k-best reranking approach in this work.

In other words, the OCR system produces a ranked list

of hypotheses for each input sentence, where each hy-

pothesis is associated with a log-likelihood score from

the recognition model. Then, we use our SMT-LM as a

reranking feature, where we obtain an SMT-LM score

for each hypothesis, and re-rank each k-best list based

on a linear combination of this new score and the origi-

nal model score. The relative weights for each of these

scores is discriminatively optimized to minimize OCR

word error rate (WER).

We test our approach on an Arabic OCR task. We

demonstrate that the SMT-LM provides a significant

improvement in WER on top of a powerful 5-gram

reranking LM, in spite of the fact there is a signifi-

cant domain mismatch between the OCR system and the

SMT system. Additionally, we show that the SMT-LM

significantly outperforms a simple syntactic language
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model, which is comparable in terms of implementa-

tion.

The paper is organized as follows. In Section 2,

we describe related work. In Section 3, we give an

overview of modern statistical machine translation sys-

tems, and also briefly describe the OCR system used in

this paper. In Section 5, we give the intuition and im-

plementation of using an SMT system as a reranking

language model. In Section 6, we present experimental

results on an OCR task. In Section 7, we describe our

conclusions and future work.

2 Related Work

Our SMT-LM is in largely analogous to the Parse-

LM approach to syntactic language modeling, where

each hypothesis is fed into a statistical syntactic parser,

and the parse-likelihood score is used as an additional

feature in reranking [12].

Although more effective forms of syntactic language

modeling have been developed [2], we feel that the sim-

ple Parse-LM provides the fairest comparison to our

SMT-LM in terms of both ease and method of imple-

mentation. Both the SMT-LM and Parse-LM use the

likelihood score from an independent statistical NLP

system as a reranking language model. Moreover, in

both cases the SMT/parse system is as a “black-box,”

where the k-best hypotheses are fed into the system and

only the final likelihood score is used.

We know of no previous attempts to use an SMT sys-

tem itself as a language model for an another NLP task.

Work such as [5] has attempted to translate the output of

an SMT system back into the original language, but this

was generally done as an outdated method of accuracy

evaluation.

3 Background

In this section we will give a brief description of the

OCR system used in this paper, as well as a general

overview of n-gram language modeling.

3.1 OCR System

We use an HMM-driven OCR system described in

[8, 10]. The system can be divided into two ba-

sic functional components: training and recognition.

Both training and recognition share a common pre-

processing and feature extraction stage in which we first

de-skew the scanned text zone and then locate the re-

gions (bounding boxes) of individual text lines.

The feature extraction process computes a feature

vector as a function of the horizontal position within

each of these line regions. Each line of text is horizon-

tally segmented into a sequence of thin, overlapping,

vertical strips called frames. For each frame we com-

pute a script-independent, feature vector that is a nu-

merical representation of the frame. This process can

be thought of as scanning the line of text from left to

right with a fixed-width window and measuring obser-

vations from that window at regular intervals.

Our OCR system models each character with a

multi-state, left-to-right HMM. Each state has an asso-

ciated output probability distribution over the features.

The number of states and the allowable transitions are

system parameters. For Arabic, we use 14-state, left-to-

right HMMs with skip states.

HMM training is performed using the Baum-Welch

or Forward-Backward algorithm, which aligns the fea-

ture vectors with the character-models to obtain maxi-

mum likelihood estimates of HMM parameters. For our

system the HMM parameters are the means and vari-

ances of the component Gaussians in the Gaussian mix-

ture model of the state output probabilities, the mixture

component weights and the state transition probabili-

ties.

During recognition we search for the sequence of

words that is most likely given the feature-vector se-

quence and the trained character-models, in accordance

with the constraints imposed by a lexicon and/or lan-

guage model. We use a word-based n-gram language

model which is estimated from a large text corpus.

The HMM system shown in Figure 4 operates at

the sentence level. We perform automatic line finding

and then concatenate/split the lines so that they corre-

spond to natural language sentences. For each sentence

a ranked set of hypotheses is generated by the OCR sys-

tem.

3.2 n-gram Language Modeling

The n-gram language model makes two important

independence assumptions. First, it assumes the prob-

ability of a whole sentence W is computed by multi-

plying independent estimates for each word w in W .

Second, it assumes the probability of a word w only

depends on the preceding n − 1 words. Formally, the

probability of a sentence W is defined as:

P (W ) =
∏

i

P (wi|W ) (1)

=
∏

i

P (wi|wi−1, wi−2, ...wi−n+1) (2)

The probabilities are estimated using maximum like-

lihood estimates (MLEs) computed from a large mono-

lingual corpus. The most basic models use unsmoothed
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MLEs:

h = wi−1, wi−2, ...wi−n+1 (3)

P (wi|h) =
C(h,wi)∑
w′ C(h,w′)

(4)

where C(~w) is the count of n-gram ~w in the corpus.

More advanced n-gram language models use “back-

off” techniques to avoid data sparsity issues [4, 14]

(e.g., to avoid assigning a probability of 0 to unseen n-

grams).

4 Statistical Machine Translation

Overview

The task of statistical machine translation (SMT) is

to translate a source language sentence S into a target

language sentence T using a set of probabilistic trans-

lation rules. The primary training data necessary to

build an SMT system is a set of bilingual sentence pairs

from which these translation rules are automatically ex-

tracted.

This section will only provide a brief overview of

modern SMT, please see [9] for a more complete de-

scription.

4.1 Rule Extraction

To give an example, imagine that our source lan-

guage is Spanish and our target language is English, and

our training corpus contains the following bilingual sen-

tence pair:1

Source: el coche rojo es bonito

Target: the red car is pretty

The exact scope of the rule inference procedure is

outside the scope of this paper, but the SMT system will

automatically extract the following rules, among others:

• el → the

• el coche rojo → the red car

• es bonito → is pretty

The rules are assigned conditional maximum likeli-

hood probabilities. For example, let’s say es bonito

is seen 5 times in the training, where it is translated to

is pretty 3 times and is nice 2 times. In this

case, the forward – that is to say, “target given source”

– translation probabilities are:

• Pfw(is pretty | es bonito) = 0.6

• Pfw(is nice | es bonito) = 0.4

1Spanish is used in these examples for clarify, but the actual work

on this paper uses Arabic as the source language.

The rules are also assigned backwards probabilities,

e.g. Pbw(es bonito | is pretty), estimated in the

same way.

We can then translate a new sentence by applying

rules learned from different sentences in our bilingual

training corpus:

Source: un coche red es rapido

Rules:

• un → a

• coche rojo → red car

• es rapido → is fast

Output: a red car is fast

4.2 Modeling Translation

In statistical systems, there are many different ways

of translating a single input sentence, depending on

which rules are applied. Each of these possible transla-

tion hypotheses is associated with a probability accord-

ing to the translation model and language model. The

hypothesis with the highest probability, known as the

Viterbi hypothesis, is selected as the output of the sys-

tem:

T ∗ = argmaxTP (T |S) (5)

where T is a target hypothesis and S is the source input

sentence.

In practice, we implement P (T |S) using a log-linear

feature-based model. We define the decoding score

D(S, T ) as a weighted sum of log-feature-probabilities:

D(S, T ) =
∑

i

wi ∗ Fi(S, T ) (6)

Where F is a set of SMT features, and wi is the weight

associated with feature i. The most important features

used in an SMT system are:

• log(Pfw(T |S)) = Forward translation probability

• log(Pbw(S|T )) = Backward translation probabil-

ity

• log(Plm(T )) = Language model probability of T

• |T | = Number of words in hypothesis T

The translation probability of a hypothesis is simply

computed as the product of that hypothesis’ rule proba-

bilities.

We now define the Viterbi hypothesis the highest de-

coding score:

T ∗ = argmaxTD(S, T ) (7)

This search is performed using a beam search heuristic,

or something similar.
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The SMT system used in this paper is based on [13]

and [1]. This type of SMT is known a “hierarchical”

system, which is contrasted with “phrasal” and “syntac-

tic” SMT systems. However, we do not believe that it

is crucial to use any one particular type of SMT system

for the work described here.

5 SMT as a Language Model

In this section, we first show our very simple method

for using an SMT system to create a reranking LM to

be used in some arbitrary underlying NLP task. Next,

we present our intuitions behind why we believe SMT

works well as a language model. Finally, we will briefly

describe the caveats of building the necessary SMT sys-

tem to perform language modeling.

5.1 Implementation

If an existing SMT system is available, implemen-

tation is trivial.2 At the OCR reranking stage, simply

feed each hypothesis into the SMT system, and use the

resulting Viterbi likelihood score D(S, T ∗) as an addi-

tional feature. This score is easily accessible in virtually

every open source SMT implementation. Note that it is

theoretically preferable to use the sum of probabilities

over all possible translations:

log
∑

T

eD(S,T ) (8)

However, in practice, SMT systems use significant

pruning throughout the search, so summing over multi-

ple hypotheses would result in an arbitrary value over a

small fraction of the search space. We believe that the

Viterbi score is a sensible approximation.

5.2 Intuition

At a very high level, we can describe the intuitions

behind the SMT-LM using humans as an analog. We

can equate standard n-gram language modeling to ask-

ing a human to classify how “valid” a particular sen-

tence is in terms of grammatical structure, semantic

meaning, etc. Of course, we know that n-gram mod-

els are a very rough and noisy approximation of this.

Next, we ask a bilingual speaker to translate each

sentence, and rate how difficult it was to perform this

translation. Here, we would expect that the less valid

the Arabic input sentence, the more difficult it is to

2Of course, the source language of the SMT system must match

the language of the task.

translate. This is represented by the SMT probabilities

Pfw(T |S) and Pbw(S|T ).

Finally, we ask an English speaker to rate how gram-

matical each English translation is. Again, we would

expect that less valid Arabic input to produce less valid

English output. This is an analog to our SMT system’s

internal language model, Plm(T ).

Although this high-level explanation is presents a

nice intuitive overview, we also believe that there are

more principled benefits from the SMT-LM over the

standard n-gram LM.

First, the SMT-LM provides implicit “paraphrasing”

to mitigate the effect of arbitrary variability in natural

language. In other words, there are often many different

ways to write a semantically equivalent sentence, e.g.,

“The man is friendly.” vs. “The man is affable.”. Even

though these sentences mean virtually the same thing,

“friendly” is a much more common word than “affable,”

so we would expect the fist sentence to have a higher n-

gram probability than the second.

Even though the SMT system is certainly not guar-

anteed to produce the same Viterbi translation for two

semantically equivalent input sentences, it does search

over all possible translations and choose one with the

highest likelihood. Therefore, we would not expect a

rare word (which has a non-rare synonym) like “affa-

ble” to be translated to an equally rare word in the tar-

get, since the target LM would heavily penalize this.

Thus, we would expect that the translations of “The

man is friendly” and “The man is affable” to have much

more comparable n-gram LM scores than the input sen-

tences themselves.

Second, the SMT system’s target n-gram LM may be

better estimated than the n-gram LM of the source lan-

guage, simply because more data is available. For ex-

ample, in many domains, a far larger amount of English

data is available compared to other languages. In our

case, our SMT system’s LM is estimated on billions of

words of English text, although our Arabic 5-gram LM

itself is estimated on over 500 million words of text.

Finally, the SMT-LM perform implicit long-distance

modeling due to word order difference between the

two languages. For example, Arabic is a Verb-Subject-

Object language, so the verb and object may be a long

distance from one another. English is a Subject-Verb-

Object language, so the verb and object are generally

closer to one another. Therefore, it verb-object agree-

ment may be better modeled by the SMT system’s En-

glish n-gram language model than the original Arabic

n-gram LM.
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5.3 Building the SMT System

If an SMT system is not available, building one can

require some effort. A number of robust, open-source

software packages do exist for building state-of-the-art

SMT systems, including Joshua [7] and Moses [6].

Perhaps the biggest challenge in building an SMT

system is obtaining suitable bilingual training data.

Bilingual training data is available for a large number

of languages, although we do not yet know how the do-

main of the data and the target language affect the capa-

bility of the SLM-LM. Popular free sources of bilingual

training include the Europarl corpus [5] and the United

Nations corpus [11]. The Linguistic Data Consortium

(LDC)3 provides a wide array of bilingual corpora to

paying members.

In this paper, we use an Arabic-to-English SMT sys-

tem due to the large amount of high-quality Arabic-to-

English training available. It would also be possible to

build multiple SMT-LM systems with different target

languages, and use each of these as independent fea-

tures. We plan to explore this in future work.

6 Experiments

In this section, we present results on an OCR k-best

reranking task. Our goal is to minimize the Word Error

Rate (WER) of the OCR system.

The OCR data used for this task is a large collection

of Arabic documents collected from the field (legal fil-

ings, etc.). This corpus contains a mix of handwritten

and machine-printed data, but we only test on the hand-

written subset. The OCR training consists of 2.3 million

words of transcribed text.

Table 1 shows the sizes of our development and test

set. The development set here is used to optimize the

weights in the baseline OCR system and in re-ranking.

Num Sents Num Words

Dev 1,478 23,470

Test 1,397 22,261

Table 1. Sizes of the OCR dev and test

sets.

The SMT system used here is trained on 45 million

words of Arabic-to-English parallel training, produced

by the Linguistic Data Consortium (LDC). The English

n-gram LM used by the SMT system contains 5 billion

words of training from the English GigaWord corpus,

3http://www.ldc.upenn.edu/

also produced by LDC. The SMT system is tuned on a

newswire development set.

Although our SMT system was trained on quite a

large amount of data, it is important to note that this sys-

tem was trained, tuned, and tested on news data, which

is a significant mismatch from our OCR system. There-

fore, the SMT system effectively acts as a black-box,

off-the-shelf translator, and it was not tailored towards

the OCR data in any way.

Additionally, even though runtime was not a ma-

jor concern in this project, we should note that our

SMT system runs at over 10,000 words per minute, so

the SMT-LM reranking procedure is significantly faster

than the initial recognition.

We compare our SMT-LM to two other reranking

features:

• 5-gram LM - A strong Arabic 5-gram LM, esti-

mated on three corpora: The in-domain transcripts

used to train the OCR system (2.3m words), the

Arabic side of the SMT training (45m words), and

the Arabic GigaWord corpus (500m words). The

interpolation weights were estimated to minimize

perplexity on the OCR dev set references.

• Parse-LM - The likelihood score from the Stan-

ford Parser’s PCFG model [3], which is trained on

the Penn Arabic Treebank.

6.1 Results

Reranking Method WER

No Reranking 24.88

Parse-LM 24.89

5-gram LM 24.21

SMT-LM 24.25

SMT-LM + 5-gram LM 23.81

Table 2. Test set WER using the SMT-LM

feature for OCR 20-best reranking

In Table 2, we show the results for 20-best reranking.

We can see that the SMT-LM produces an improvement

of 0.4 WER on top of the 5-gram LM. This demon-

strates that the SMT-LM and standard n-gram LM have

a significant amount of complementary information, as

we suggested in Section 5.2.

It is also interesting to note that even on its own, the

SMT-LM produces roughly the same 0.6∼0.7 WER im-

provement as the 5-gram. Of course, the 5-gram LM is

far easier to implement than the SMT-LM, so we are not
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suggesting that the SMT-LM is preferable to a 5-gram

on its own.

However, for certain languages and domains, could

potentially be easier to obtain a small amount of bilin-

gual training data than to obtain a large amount of

source data. If the target side of the bilingual data is

a high-density language such as English, then the SMT-

LM is effectively increasing the amount of LM data by

several orders of magnitude.

The Parse-LM provides no benefits, even on its own.

Results of the Parse-LM in the literature have been

somewhat negative, so this result is not entirely surpris-

ing.

7 Conclusions and Future Work

In this paper, we explored idea of using a statisti-

cal machine translation system as a language model for

an OCR handwriting recognition task. After explain-

ing the intuition behind this approach, we showed how

an out-of-the-box SMT system can be used to create

a very straightforward k-best re-ranking feature to im-

prove OCR word error rate.

We were able to obtain an improvement of 0.4 WER

over a strong 5-gram reranking LM using this new fea-

ture, even though there was a significant mismatch be-

tween the domain used to train the SMT system and the

domain of the OCR task. Comparatively, we obtained

no gain from the more well-known method of using a

syntactic parser for language modeling.

In the future, we would like to use deeper informa-

tion from the SMT system rather than use it as a “black-

box.”

Additionally, we plan to explore the idea of using

multiple target languages as additional SMT-LM fea-

tures. Finally, we plan to extend this work to other do-

mains, such as speech recognition and SMT itself.
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