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Abstract 
 

In this paper, we propose a hybrid language model 

for handwritten Chinese sentence recognition. This 

hybrid model is integrated from several independent 

language models, each of which is trained from a 

distinct type of corpus and models specifically the 

linguistic behavior for that kind of corpus. By 

inferring the type of the string which the user has 
already written, we can make this hybrid language 

model contribute more precisely to the recognition 

engine. To improve the recognition accuracy, we also 

propose a candidate re-ranking process after 

recognition by reducing the language scores. Our 

experiments show that the hybrid language model 

performs consistently well among different types of 

handwritten articles, and the overall performance is 
significantly better than a single standard language 

model. The result also demonstrates that the candidate 

re-ranking process effectively improves the 

performance of the recognition engine in terms of 
accuracy. 

 

 

 

1. Introduction 
Nowadays people are using more and more touch-

screen devices, such as tablet, smart phones, and etc. 

Those large screens allow users to write a whole 

sentence instead of just a character or word, improving 

user experience greatly. As a result, techniques for 

good handwritten sentence recognition are necessary. 

Although character recognition, which has been 

studied for decades, has achieved satisfying 

recognition rate for commercial products, sentence 

recognition remains a research problem. The main 

difficulty is to have sentences segmented into words 

correctly before they are recognized. Many researchers 

devoted themselves to solving the problem [1-7]. 

Among them, two kinds of information are commonly 

used and combined to get better recognition results: 

Shape Recognition and Linguistic Knowledge. 

For shape recognition, it is difficult to segment a 

text line into characters because space between 

characters is not obvious and some characters are 

connected in cursive writing. In [8], Su. et al 

introduced a Segmentation-Free method that combined 

a hidden Markov Model to recognize a text line. This 

method is to slice and label a text line into frames 

evenly. The labeled frames are then concatenated into 

characters during recognition. However, this method 

does not incorporate the character shape information 

sufficiently. On the other hand, [9] introduced the 

Segmentation-Based method by over-segmenting a 

text line into primitive segments, each of which 

represents a character or a part of a character and is 

recognized using the Character-Recognize Engine. 

Those primitive segments are then combined and 

evaluated according to both geometric and the 

linguistic context [10].  

To introduce the linguistic knowledge, language 

model, modeling the language behavior statistically, is 

commonly adopted [11].  The probability of a term is 

first translated into a language score which measures 

the correctness of the term from linguistic aspect, and 

then combined with the shape recognition score to 

search for the most probable recognition result. 

However, like most statistical models do, the 

performance of language model is sensitive to the 

training data. For example, if the language model is 

trained from News corpus, it would be no use if not 

harmful when the users want to write a piece of 

academic paper. Although incorporating corpus from 

academic paper into training data would help, there is 

still a problem to balance these two kinds of corpus, 

e.g. it is not easy to decide the amount of each kind of 

corpus in the training set. 

To solve this problem, the primary contribution of 

this paper is that, we propose a hybrid language model 

for handwritten Chinese sentence recognition. In our 
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approach, several language models are built from 

different types of corpus separately. Based on the 

stings the user has already written, we infer which type 

of text he is writing, and combine the models to 

contribute to the language score. The advantage of this 

approach is that, by doing so, we can make a good 

balance between different kinds training corpus, and 

we can make the language model contribute more 

precisely to the recognition.  

Furthermore, we also propose a post-operation 

process to re-rank the candidates after recognition by 

reducing the value of language score. The reason is 

that during the recognition process (i.e., over-

segmentation and pruning based dynamic 

programming) we need a high language score to keep 

linguistically correct paths from being cut off, while 

during the post-operation process language score 

should be reduced to make the recognition result 

consistent with shape recognition. Our experiments 

show that this is a good balance between the shape 

recognition score and the language score. 

The rest of this paper is organized as follows. 

Section 2 and Section 3 present the construction of the 

hybrid language model and parameter selection 

respectively. We show our experiment results in 

Section 4, and conclude our paper in Section 5. 

 

2. A hybrid Language Model 
In this section, after a brief introduction on a typical 

dynamic-programming (DP for short) based sentence 

recognition system which incorporates a normal 

language model, we introduce our proposed hybrid 

language model. 

 

2.1. Language model in DP based sentence 

recognition  
Here we only summarize the basic ideas of the DP 

based sentence recognition system. For details, we 

refer to [6]. 

The input (i.e., the strokes) is segmented into 

several primitive segments according to some 

geometric features. Each primitive segment or 

segment combination is recognized by a character-

level engine to get several candidates. Then a 

candidate lattice is constructed based on the 

segmentation points and the character candidates 

(Figure 1). Each path, which represents a candidate 

string of the sentence, is evaluated from both shape 

and linguistic aspects and then associated with a score. 

The path with the highest score is regarded as the 

recognition result. 

 
Figure 1. Candidate lattice of DP based recognition 

 

For linguistic evaluation, string probability 

(provided by language model) is used to measure the 

grammatical correctness of the string. Given a string s 

with m characters 1 2
( ... )ms w w w= , a bi-gram language 

model assigns to s a probability 
1 2

( ... )mP w w w as 

defined in the following equation 
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where 
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conditional probabilities. The probability 

1 2
( ... )mP w w w  represents the prior probability of 

the occurrence of s in the training corpus. 

Then the score of the path is finally given by: 

1 2 1 2 1 2
( ... ) ( ... ) ( ... )m shape m mS w w w S w w w P w w wα= + (2) 

where 
1 2

( ... )shape mS w w w  is the score from shape 

evaluation, and  α  is the combining weights. 

 

2.2. A Hybrid Language Model 
As mentioned before, to make the language model 

contribute more precisely to the recognition, we 

propose to build several language models separately 

from different type of training corpus. And based on 

our inferring on which type of text the user is writing, 

we calculate a proper language score. The prototype of 

the hybrid model can be illustrated in Figure 2. 
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Figure 2. Prototype of the Hybrid Language Model 

 

2.2.1. Model construction 
Formally, we collect K types (denoted by 

1 2
, ,..., KT T T ) of corpus (for example, 

1
T  for news, 

2
T  

for literature, 
3

T  for academic paper, etc.), and build K 

training sets (with the same size N) respectively. Then 

for each training set, we build a language model. So 

totally we get K bi-gram language models, denoted by 

1 2
, ,..., KLM LM LM . Obviously, iLM  models the 

language behavior for the type iT . 

And also we make a new training set by selecting 

the same amount of corpus from the K training sets 

respectively and combining them together to represent 

a general type of corpus (denoted by 
1KT

+
). Then we 

build a new language model 
1KLM

+
. This general 

model, 
1KLM

+
,  represents the language behavior with 

no type bias. 

 

2.2.2. Text type inferring 
We can infer which type of text the user is writing 

based on the string which he has already written. 

Suppose the user has written a string 

1 1 2
{ ... }ms c c c= . We have the following equation to 

represent the probability of 
1

s  belonging to iT : 
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where 1( )
iTC s  denotes the count of string 

1
s  in the 

training set for iT . 

In (3), if the numerator and denominator are 

divided by N simultaneously, we can get: 
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where 1( )
iLMp s  is the probability of 

1
s  given by iLM  

and N is the size of each training set. 

Typically for bi-gram language models, (4) can be 
rewritten as 
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where 1( | )
iLM j jp c c

−
 represents the conditional 

probability of 
1

( )j jc c
−

given by iLM . 

 

2.2.3. Language score calculation 
Now we can calculate the language score based on 

the K+1 language models and our inferring for the text 

type.  

Suppose a string 
1 1 2

{ ... }ms c c c=  has already been 

written and recognized, and a new sentence is being 

recognized. And 2 1 2
{ ... }ms w w w=  is one candidate 

path of the lattice built for the new sentence. The 

language score of 2
s  can be calculated as the weighted 

sum of probabilities given by different language 

models. 
1

1 2 1 1 2

1

( ... ) ( ) ( ... )
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K
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In the case of bi-gram language models, (6) can be 

re-written as equation (7). 
1
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3. Parameter Selection 
In this section, we introduce the motivation and the 

realization of our proposed candidate re-ranking 

process after DP recognition, as well as the automatic 

parameter selection based on Genetic Algorithm. 
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3.1. Candidate re-ranking 
According to equation (2), the value of α , which is 

the combining weight of shape and language scores, is 

critical to the final results. A higher value of 

α indicates more emphasis on language behavior, 

while a lower value indicates more emphasis on shape 

characteristics.  

Ideally we need a small value of α  because shape 

recognition should be more important in a handwriting 

recognition engine. But in a pruning-based DP 

recognition system (designed for saving computational 

resources), such little emphasis on language behavior 

would lead to the cut-off of some linguistically correct 

paths before they are fully evaluated. This would 

sometimes lead to the absence of the correct string in 

the final recognition candidates (as illustrated in 

Figure 3-a). On the other hand, if we use consistently a 

high value of α , the shape characteristics would 

contribute too little to the recognition engine to 

produce a correct result (as illustrated in Figure 3-b). 

 

 
Figure 3-a. Recognition error caused by a small α  

 
Figure 3-b. Recognition error caused by a large α  

 

So to solve this problem, we propose to use a large 

value of α to maintain the linguistically correct paths 

during DP process, and then a small value of α to re-

rank the candidates during post-operation process to 

make the top candidate consistent with the shape 

recognition. Equations (8) and (9) give the evaluations 

of the string 1 2
( ... )mw w w  in DP and post-operation 

process respectively, where the value of 
1

α  should be 

larger than that of 
2

α . 

1 2 1 2 1 1 2
( ... ) ( ... ) ( ... )m shape m mS w w w S w w w P w w wα= +   (8) 

1 2 1 2 2 1 2
( ... ) ( ... ) ( ... )m shape m mS w w w S w w w P w w wα= +   (9) 

 

3.2. Parameter selection 
We use Genetic Algorithm to select the proper 

parameters using the training data of handwriting 

sentences to maximize the recognition rate of the 

engine on the training data. Each parameter 

(i.e., 1 2
,α α ) is treated as a gene, an element of a 

chromosome. The fitness of a chromosome is given by 

the recognition rate on the training data using the gene 

of that chromosome. We initialize the chromosomes 

and find the best chromosome through following steps: 

 

(1) Initialization: Generate M (population size) 

chromosomes with random values of each gene 

(from 0 to 2). Calculate the fitness of each 

chromosome, and the average fitness avef . Set the 

generation count G =0. 

(2) Crossover: Select two chromosomes at a 

probability cP  and cross the genes at a random 

position to produce two new chromosomes. So we 

obtain 
1

W  new chromosomes. 

(3) Mutation: Change each gene of each chromosome 

at a probability mP  with a random value from 0 to 

2. So we obtain 
2

W  new chromosomes. 

(4) Selection: Evaluate the fitness of the newly 

obtained 
1 2

W W+  chromosomes. Select N out of 

1 2
N W W+ +  chromosomes at a probability to each 

chromosome which is proportional to its fitness. 

Calculate the average fitness of the new 

population 
_ave newf . Set 1G G= + . 

(5) Iteration:  Set
_ave ave newf f= , and go to (2) for 

iteration except one of the following occurs: 

a) 
max

G G> . 

b) 
_

( )ave ave newabs f f threshold− < occurs stopn  

times. 

(6) End: When iteration ends, return the chromosome 

with the highest fitness. 

 

It is interesting to note that, as will be demonstrated 

in the later experiment section, although we don’t 

setup any constrains to guarantee 1 2
α α>  during the 

whole parameter selection process, it turns out that this 

is true (
1 2

α α> ) for the best chromosome. 

 

4. Experiments and Results 
To demonstrate and validate our proposed method, 

in this section we present our experiments and results. 

We conduct 3 experiments (the details of which will 

be introduced following): parameter selection by GA, 

performance comparison between our proposed hybrid 

language model and a standard language model, and 

performance comparison between the engines with and 

without a re-ranking post-operation process. 
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4.1. Experiment setup and performance 

evaluation 
To train the hybrid language model, we collected 

two types of corpus (news and literature) from the 

Internet. So totally we build 3 language models in our 

experiments (one for the news, one for the literature, 

and one for the general text). 

To evaluate the performance, we collect 30 

handwritten short articles (15 from newspapers and 15 

from short-story-collection) as the benchmark. Each of 

the articles contains about 30 sentences, and 150 ~ 300 

characters.  

We recognize each article sentence by sentence. 

The recognized sentences are used to infer the 

document type and contribute to recognition the rest 

sentences.  

The recognizing accuracy of the engine in each 

testing set is evaluated in character level, given by: 

_

_

100%
correct charater

total character

C
Sr

C
= ×         (10) 

where 
_correct charaterC  is the number of characters that 

are correctly recognized in the top candidate, and 

_total characterC  is the character count in the testing set. 

 

4.2. Parameter selection 
As described in section 3.2, we use Genetic 

Algorithm to choose the parameters 
1 2
,α α  

automatically. We set population size 50N = ,  the 

probability of mutation 0.15mP = , the probability of 

crossover 0.8cP = , maximum generation 
max

1000G = , 

and the stop criteria 20stopn = . The optimized 

parameters are shown below in Table 1, where DPS 

stands for Dynamic Programming Stage, and POS 

stands for Post-Operation Stage. 

This result coincides with and confirms our idea 

that the linguistic knowledge contributes differently to 

the recognition engine at different stages to get better 

recognition results. And this provides the evidence that 

it is necessary to re-rank the candidates after DP 

recognition process with a smaller language score 

weight. 

 

Table 1. The Optimized Parameters Given by GA 

Parameter: 1
α  

2
α  

Description: 
The weight of 

LM in DPS 

The weight of 

LM in POS 

Value: 2.34 1.56 

4.3. Performance of the hybrid language model 
To compare the performance between our proposed 

hybrid language model with the standard language 

model, we build the following testing sets: 

NT  : The 15 handwritten articles from the 

newspapers. 

LT : The 15 handwritten articles from the short-

story-collection. 

MixT : All the 30 handwritten articles. 

We build 3 recognition engines, one with the 

language model trained from the news corpus (denoted 

by NLM ), one with the language model trained from 

the literature corpus (denoted by LLM ) and one with 

the hybrid language model. And we use these three 

engines to recognize the above 3 testing sets 

respectively, and record the recognizing accuracy as 

Table 2. We can see from the table that, as expected, 

NLM  and LLM  are only effective with NT  and LT  

respectively, while the hybrid language model 

consistently achieves good recognizing performance. 

More significantly, the overall performance of the 

hybrid model is much better than that of both NLM  

and LLM . 

 

Table 2. Comparison of Recognizing Accuracy 

 NLM  LLM  Hybrid Model 

NT  0.88 0.83 0.85 

LT  0.81 0.87 0.86 

MixT  0.82 0.83 0.85 

  

4.4. Performance of the post-operation process 
We also evaluated the performance of the post-

operation process. We build two recognition engines 

both with the hybrid language model, one with a re-

ranking process after DP recognition (denoted by 

re rankS
−

) and one without (denoted by S ). We use 

these two engines to recognize MixT , and record the 

accuracy as Table 3. We can see clearly in the table 

that, the re-ranking of the candidates by a lower 

language score is a necessary process and improves 

the recognition accuracy. 

 

Table 3. Comparison of Recognizing Accuracy 

between re rankS
−

 and S  

 S  re rankS
−

 

MixT  0.85 0.87 
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5. Conclusion 
In this paper, we have proposed a hybrid language 

model for handwritten Chinese sentence recognition. 

The hybrid model integrates together and takes 

advantages of several language models for different 

corpus types. It can contribute more precisely to the 

recognition engine based on the prior inferring of the 

text type. Our experiments have shown that, the 

recognition engine with this hybrid model performs 

consistently well in different types of testing set, and 

gets a much better overall performance than the engine 

with a single standard language model. 

We also proposed a candidate re-ranking process 

after the DP recognition. The reason is that it is 

necessary to re-rank the candidates by a smaller 

language score. By doing so, according to the 

experiment results, we can reach 2% performance 

increasing in terms of recognition accuracy. 
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