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Abstract

State-of-the-art handwriting recognition systems are

learning-based systems that require large sets of train-

ing data. The creation of training data, and conse-

quently the creation of a well-performing recognition

system, requires therefore a substantial amount of hu-

man work. This can be reduced with semi-supervised

learning, which uses unlabeled text lines for training

as well. Current approaches estimate the correct tran-

scription of the unlabeled data via handwriting recog-

nition which is not only extremely demanding as far as

computational costs are concerned but also requires a

good model of the target language. In this paper, we

propose a different approach that makes use of keyword

spotting, which is significantly faster and does not need

any language model. In a set of experiments we demon-

strate its superiority over existing approaches.

1 Introduction

The automatic transcription of handwritten text, such

as letters, manuscripts, or books has received substan-

tial attention over the last decades [13]. Current state-

of-the-art approaches are learning-based systems that

automatically infer, from a given set of training data,

the rules how to recognize new text. However, due to

the variety of different writing styles even among writ-

ers with the same cultural and educational background,

large amounts of training data are needed for each lan-

guage and writing style to be able to model characters,

words, and sentences accurately.

The training data usually consist of images of text

lines labeled with their machine-readable transcription,

which has to be created manually in a tedious and costly

process. On the other hand, unlabeled data are usually

abundant and can be gathered at little or no cost. Learn-

ing approaches that make use of both types of data, la-

beled and unlabeled, are called semi-supervised learn-

ing.

Semi-supervised learning has received remarkable

attention in the last few years. Most of the existing

works, however, deal with the standard classification

scenario where a single point in a feature space has to

be mapped into the label space [3]. In the current paper,

a more general problem is considered in the sense that

a (possibly long) sequence of feature vectors has to be

mapped to a (usually much shorter) sequence of labels,

i.e., words or characters.

A promising approach to semi-supervised learning

for writer independent handwriting recognition is self-

training [3]. Under this paradigm one starts with an ini-

tial system trained on the available labeled data. This

system is then used to select words from the set of un-

labeled data that have been recognized with high con-

fidence. The most confidently recognized samples are

assumed to be correct and added to the training set. Us-

ing the augmented training set, a new system is created.

This procedure of enlarging the training set can be con-

tinued for several iterations. Increasing the training set

as much as possible while keeping noise out of the train-

ing set is one of the most crucial aspects of the system.

Therefore in this paper, we investigate several decision

rules that decide which elements are to be added to the

training set.

For the specific task of writer-independent semi-
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(a) The original text line image.

(b) The normalized text line.

Figure 1. A visualization of the text line
preprocessing.

supervised learning for handwriting recognition, only

few publications exist. In [5], the authors use a com-

plete text transcription system that recognizes every line

of the unlabeled data using a large language model.

Words recognized with a sufficient confidence are used

for retraining.

In this paper we propose and investigate approaches

that select the elements used for retraining via keyword

spotting. It has been shown that keyword spotting re-

duces the computational costs dramatically compared

to text line transcription. Secondly, keyword spotting

does not need any language information. Hence, this

approach is specifically suited in cases where little or

no language information is available.

The rest of this paper is structured as follows. Data

preprocessing and the handwriting recognition system

are presented in Section 2. In Section 3, details about

the keyword spotting approach are explained. Semi-

supervised learning in general and self-training in par-

ticular are introduced in Section 4. An experimental

evaluation is given in Section 5 and conclusions are

drawn in Section 6.

2 Handwriting Recognition

2.1 Preprocessing

To focus on the recognition task, we consider per-

fectly extracted text lines only. Once extracted, the text

lines are normalized in order to cope with different writ-

ing styles, as far as skew angle, writing slant, text height

and text width is concerned. The result of the prepro-

cessing steps can be seen in Fig. 1.

A normalized text line image is then represented by

a sequence of feature vectors, using the sliding window

approach. The window has a width of one pixel and

moves in steps of one pixel from left to right across

the text line. At each position, 9 feature are extracted.

These are the 0th, 1st and 2nd moment of the black pix-

els’ distribution within the window as well as the posi-

tion of the top-most and that of the bottom-most black

pixel, the inclination of the top and bottom contour, the

number of vertical black/white transitions, and the aver-

age gray scale value between the top-most and bottom-

most black pixel. For further details on the text normal-

ization and feature extraction step, we refer to [9].

2.2 BLSTM Neural Networks

The considered recognition system is based on a re-

cently developed recurrent neural network, termed bidi-

rectional long-short term memory (BLSTM) neural net-

work [8]. This is an architecture with two separate hid-

den layers, consisting of LSTM cells. An LSTM cell is

a compound of several nodes, arranged in such a way

that it is possible to store information over arbitrary

long time steps. In this bidirectional architecture, the

sequence is fed into the network from both directions,

left-to-right and right-to-left. Hence two different hid-

den layers are needed. The output layer consists of one

node for each possible character and sums up the acti-

vation levels from both hidden layers at each position in

the text line. Using the softmax normalization, the final

output activations can be treated as a vector indicating

the probability for each letter to occur at this position.

The output of the network is therefore a matrix of prob-

abilities for each letter and each position.

In the recognition step, a path though that matrix is

sought after that maximizes the product of the single

letter probabilities along its way. The sequence of char-

acters along the path is the final output of the recog-

nizer. To restrict the search space to paths representing

actual words, the token passing algorithm can be used.

For more details about BLSTM networks and the CTC

token passing algorithm, we refer to [8].

3 Keyword Spotting

Keyword spotting refers to the process of retrieving

all instances of a given word or phrase from a collec-

tion of documents. Usually, keyword spotting can be

classified into query-by-example (QBE) and query-by-

string (QBS) approaches. The former category can be

considered as being a sub-image retrieval task where all

positions of the database similar to a selected example

are to be returned. The later one is the task of retrieving

an arbitrary character sequence. Hence, this task is of-

ten approached using learning based systems that model

characters individually [2, 4, 7].

The BLSTM neural network introduced in the pre-

vious section can be used as a learning-based keyword-

spotting system by modifying the the sequence of out-

put activations returned by the neural network instead

of using the token passing algorithm. In short, the letter
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(a) Returned log Likelihood: -1.7125

(b) Returned log Likelihood: -8.4097

(c) Returned log Likelihood: -11.0900

Figure 2. Search results for the word
“found”.

probability matrix is extended by an additional pseudo-

character ∗ with a constant value of 1 and the keyword is

extended by adding this ∗ symbol at the beginning and

the end. Then, dynamic programming is used to find the

best path that crosses through the keywords characters

but bypasses the remaining content of the text line. The

result of this procedure is the position and probability

of the keyword at its most likely position. For more de-

tails, we refer to [7]. An example output of the system

is shown in Fig. 2.

3.1 Combination of Several Systems

Clearly, two differently initialized networks are

likely to produce a different output, even when trained

on the same training data. Therefore the performance

of such a keyword spotting system can greatly be im-

proved by generating several networks and combin-

ing the outputs [6]. Consequently, in this paper, an

ensemble of several neural networks is used, each of

which spots a given keyword separately. The logarith-

mic probabilities are then averaged and divided by the

number of characters to return a normalized matching

score of the system.

4 Self-Training

Classic supervised learning algorithms use both data

elements and their class labels to infer the relation be-

tween input features and the corresponding class label.

In semi-supervised learning, unlabeled data, i.e., ele-

ments without a class label, are used as well. In hand-

written text recognition, unlabeled data are images of

written text, which are ubiquitously available.

One way to achieve semi-supervised learning is via

self-training [11, 5]. An initial recognizer is trained

using the labeled data only. Afterwards, during the

self-training iterations, the recognizer is used to label

the entire set of unlabeled data and assigns a confi-

dence measure to each classification. The most con-

fidently classified elements are assumed to be labeled

correctly and added to the training set, which is then

used to train a new recognizer. Due to its descriptive na-

ture, self-training is generally applicable to every form

of learning-based classification and recognition system.

This is in contrast to most other semi-supervised learn-

ing techniques that require certain prerequisites, such as

training samples being represented as single elements of

a vector space, rather than feature vector sequences.

4.1 Proposed Approach

For handwriting recognition, current approaches typ-

ically consist in transcribing all words or text lines in the

unlabeled data set and select the most confidently rec-

ognized ones. The disadvantage of that approach is the

need for either a word segmentation algorithm in case of

single word recognition [1] or a language model for text

line recognition [5]. Furthermore, text line transcription

is computationally expensive.

In comparison, estimating the matching score of a

keyword is done by means of dynamic programming

using the output activation matrix of the BLSTM NN,

which itself is computed in linear lime. Hence, the com-

plexity for keyword spotting is only O(L · n), where L

is the length of the text line and n indicates the num-

ber of characters. This is a great advantage in terms of

computational speed when compared to transcription-

based approaches using a lexicon of words. Here, the

time complexity would be O(LN2) for a lexicon of size

N . For transcription-based systems that deal with texts

written in natural language, typical values for N are

several ten thousands, whereas the number n of char-

acters in an alphabet is usually below one hundred [4].

As a result, keyword spotting is several orders of

magnitude faster than text line transcription. To give

a quantitative evaluation of the run time, consider that

it takes several minutes to decode a text line using a

language model of 20,000 words, while a keyword can

be spotted with the same system in about one millisec-

ond [7].

4.2 Precision Based Thresholds

Based on the previous considerations, we propose to

use keyword spotting instead of text transcription for

semi-supervised learning. That is, the most confidently

spotted words are used for self-training. The procedure

works in detail as follows.

All keywords in a given list are first spotted on the

validation set to estimate the expected precision as a
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Figure 3. Determining the likelihood
threshold using the desired precision.

function of the recall when applying a global threshold

θ on the matching score. Recall reflects the returned

percentage of all occurring instances of the keyword,

while precision informs us of the percentage of correct

results in the returned data. This enables us to define

retraining strategies based on the expected noise that is

added to the training data.

Using the information gathered on the validation set,

the global matching threshold θ is set to return results

with a desired precision p (cf. Fig. 3). This factor is

an external parameter of the system. Finally, all words

in the keyword list are spotted on the entire set of un-

labeled data and every word that has been spotted with

a matching score higher than θ is added to the training

set.

In Fig. 4, an overview of the proposed system is

given. An initial, labeled training set is used to train

an ensemble of BSLTM neural networks (1). With these

networks, keywords are spotted on the validation set us-

ing a combination technique. The performance on the

validation set is used to compute the threshold θ, ac-

cording to a desired precision value (2). Next, the en-

semble is used to spot the same keywords on the set of

unlabeled data. All positions that are found with a like-

lihood greater than θ (3) are considered to be correct.

Finally, these words are added to the training set (4).

4.3 Reference System

As a reference system, we use the transcription based

self-training system published in [5]. In that system,

transcription-based self-training is performed using an
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Figure 4. Overview of the proposed sys-
tem.

ensemble of ten BSLTM neural networks. In each it-

eration, all ten networks decode each text line. Then,

the returned hypotheses of the networks are aligned

and the fraction of networks agreeing on a word serves

as a recognition confidence estimate. Three retraining

rules have been proposed for this approach. The High

Threshold retraining rules choses those words that are

recognized by all ten networks. A second, more refined

threshold is the Medium Threshold. It is set so that all

elements added are expected to be more likely to be cor-

rect than wrong as can be estimated from the behavior

on the validation set. The third threshold is the Low

Threshold in which all words, regardless of their recog-

nition confidence, are added to the training set.

The High Threshold and the Low Threshold retrain-

ing rule form the two extreme values in the data quality

vs. data quantity trade-off, while the Medium Thresh-

old can be seen as a good balance between the two ex-

tremes.

5 Experimental Evaluation

5.1 Setup

The impact using keyword spotting in the self-

training iterations is evaluated on continuous text lines

of the IAM database [10]1. The database is split up into

a working set of 6,161 text lines, a validation set of 920

text lines and a writer independent test set of 929 text

lines. The three sets are writer disjunct, i.e., a person

who has contributed to any of the three sets did not con-

1http://www.iam.unibe.ch/fki/databases
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tribute to any of the other sets. The working set is ran-

domly split up into a training set consisting of 1,000

labeled text lines and a set of 5,161 unlabeled text lines.

For the ensemble, ten neural networks are randomly

initialized and trained on the labeled training set. Using

the ensemble for spotting keywords on the validation

set, a likelihood threshold is determined according to a

desired precision and the keywords are spotted on the

set of unlabeled data. We selected 3,421 keywords to

be spotted. The keywords were chosen to be the most

frequent English words without any stop words2.

In a first set of experiments, the effects of using

several different precision thresholds are compared to

each other. Five precision thresholds are investigated,

θ1prec = 0.5, θ2prec = 0.8, θ3prec = 0.9, θ4prec = 0.95,

and θ5prec = 0.99.

In a second set of experiments, an extension is in-

vestigated in which several instances of the same word

can be added to the training set several times, depending

upon how confidently they are spotted. This way, both

the quantity and quality of the elements added to the

training set can be increased. Let Sθprec denote the set

of words selected with the precision threshold θprec. To

add more confidently recognized words more often to

the training set than less confidently recognized words,

the following six setups are used.

A = S0.8 + S0.9

B = S0.8 + S0.95

C = S0.8 + S0.99

D = S0.8 + S0.95 + S0.99

E = S0.8 + S0.99 + S0.99

F = S0.8 + S0.9 + S0.95 + S0.99

As reference values, the results of the transcription-

based approach proposed in [5] are given as well. In this

system, the transcription confidence-based thresholds

High Threshold, Medium Threshold, and Low Thresh-

old are used.

The recognition accuracy is evaluated on the test set

at first before applying self-training and then after each

iteration. The number of retraining iterations for all ex-

periments is fixed to 4. Also, the algorithm used to rec-

ognize the text lines of the test set used more restric-

tive pruning parameters than the algorithm in the orig-

inal publication of the reference system [5]. Both of

these limitations had to be done to keep computational

expenses within reasonable bounds. Note that without

this pruning, generating the new training set in one self-

training iteration takes about 6 to 7 days on a single

2We used the stop words given in the SMART project

[12]. http://jmlr.csail.mit.edu/papers/volume5/

lewis04a/a11-smart-stop-list/english.stop
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Figure 5. The performance of the system.

computer, while the proposed approach needs around 4

to 5 hours.

5.2 Results

Fig. 5 show the performances of the systems using

single precision value, the performance of the extended

system combining several precision values and the per-

formance of the transcription-based reference system.

Several observation can be made. First of all, all in-

vestigated retraining rules achieve a statistically signif-

icant performance increase compared to the one trained

on the initial training set. The performance of the re-

training rules that make use of a single precision value

in Fig. 5(a) clearly demonstrate the importance of a

good balance between data quality and data quantity.

The most conservative retraining rule that only used im-

ages that are found with a precision of prec = 0.99
has the lowest performance. By relaxing the precision
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threshold, the performance increases until it reaches a

maximum at prec = 0.8. The least restricting retrain-

ing rule prec = 0.5 again performs significantly worse.

From Fig. 5(a) and (b) it becomes apparent that re-

training rules based on a single precision value perform

overall not as good as the ones that combine the retrain-

ing sets of several precision values. Interestingly, the

specific combination of the thresholds does not seem to

have a substantial impact. The networks retrained using

the worst combination, D = S0.8 + S0.95 + S0.99 reach

an average recognition accuracy of 59.82%, while re-

training using the best combination, F = S0.8 + S0.9 +
S0.95 + S0.99 leads to an accuracy of 60.48%.

The comparison with the reference system shows

that the keyword spotting based retraining rules per-

form worse than the best transcription based retraining

rules during the first 3 iterations. However, the per-

formance increase using keyword spotting based self-

training continues longer and the final results after the

fourth iteration are better than the reference system.

As a final comparison and to evaluate how good the

BLSTM NN system can get on this database, we trained

ten neural networks on the entire working set of 6,161

labeled text lines and reached an accuracy of 71%.

6 Conclusion

In this paper, we propose to use keyword spotting

as a means to select words for self-training. Doing

so increases the speed of a self-training iteration sub-

stantially. Furthermore, by eliminating the need for a

language model, this approach becomes suitable for a

broader range of applications. Especially worth men-

tioning are applications where semi-supervised learning

techniques are useful, due to a lack to existing annotated

text data, such as historical documents or recognition

systems for new languages.

We demonstrated an average increase in recognition

accuracy from 48.67% to 60.48% using a new set of re-

training rules. In addition to being much faster, the new

rules perform slightly better than current transcription-

based approaches.

Future work includes experiments on historic data

sets and an integration of this approach into a complete

bootstrapping framework for new recognition systems.

In order to further increase the performance, co-training

approaches using different keyword spotting method-

ologies might also be investigated.
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