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Abstract—Three different strategies in order to re-train 

classifiers, when new labeled data become available, are 

presented in a multi-expert scenario. The first method is the 

use of the entire new dataset. The second one is related to the 

consideration that each single classifier is able to select new 

samples starting from those on which it performs a miss-

classification. Finally, by inspecting the multi expert system 

behavior, a sample misclassified by an expert, is used to update 

that classifier only if it produces a miss-classification by the 

ensemble of classifiers. This paper provides a comparison of 

three approaches under different conditions on two state of the 

art classifiers (SVM and Naive Bayes) by taking into account 

four different combination techniques. Experiments have been 

performed by considering the CEDAR (handwritten digit) 

database. It is shown how results depend by the amount of the 

new training samples, as well as by the specific combination 

decision schema and by classifiers in the ensemble. 

 

Keywords- Feedback learning, Multi Expert, Training 

Sample Selection 

I.  INTRODUCTION  

A pattern recognition system consists of two main 

processes: enrollment (or training) and matching (or 

recognition). In the first phase, samples of specific classes 

are acquired, processed and features extracted. These 

features are labeled with the ground truth and used to 

generate the model representing the class. Matching mode 

performs the recognition of the (unknown) input pattern by 

comparing it to the enrolled templates. Depending by the 

specific scenario, a single classifier is not always able to 

gain acceptable or high performance, so that in many 

applications [1, 2, 4, 6] classifiers combination is a suitable 

solution.  

On the other hand, as the specific scenario evolves, new 

labeled data can became available. In these situations, the 

typical issue is the way in which the new data should be 

used. Recently, it has been showed, that in cases where a 

Multi Expert system (ME) is adopted, the collective 

behavior of classifiers can be used to select the most 

profitable samples in order to update the knowledge base of 

classifiers [15, 18]. More specifically samples, to be used 

for re-training, are selected by considering those, 

misclassified by a specific expert of the set, which produces 

a misclassification at the ME level. This approach moves 

from the consideration that the collective behavior of a set 

of classifiers can convey more information than those of 

each classifier of the set, and this information can be 

exploited for classification aims [4, 5, 17]. 

This paper reports of a comparison of this approach to 

situation in which the entire new dataset is used for learning 

as well as the case in which specific samples are selected by 

the individual classifier. Tests have been performed on the 

task of handwritten digit recognition, on the CEDAR 

database, by considering different type of features, two state 

of the art classifiers (Support Vector Machine and a Naive 

Bayes classifier), and four different combination techniques 

(Majority Vote, Weighted Majority vote, Sum Rule and 

Product Rule).  It is shown how results depend by the 

specific classifier, by the combination decision schema, as 

well as by training/test data distribution. 
The paper is organized as follows: Section II presents the 

background of re-training and the different strategies. 
Experimental setup and results are, respectively, in Section 
III and IV. Section V reports conclusions of the work. 

 

II. LEARNING UPDATING STRATEGIES 

A. Background 

Template update is an interesting and open issue both in 

the case of supervised and semi-supervised learning. 

Let us consider the scenario in which new labeled data 

become available. The question is: how to use new data? 

The simplest way, to update the knowledge base of the 

classifier, is probably to use the entire new set to retrain the 

system given the initial training condition or, depending by 

the classifier, the set of new+old data. On the other hand, 

many interesting algorithms can be adopted in order to 

select specific samples. Among the others, AdaBoost [7, 9] 

is able to improve performance of a classifier on a given 

data set by focusing the learner attention on difficult 

instances. Even if this approach is very powerful, it works 

well in the case of weak classifiers, moreover not all the 

learning algorithms accept weights for the incoming 

samples. Another interesting approach is the bagging one: a 
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number of weak classifiers trained on different subset 

(random instance) of the entire dataset are combined by 

means of the simple majority voting [8]. Unfortunately 

bagging and AdaBoost are designed and work well in the 

case of weak classifiers and, on the other hand, if applied to 

a ME system, they do not take into account the behavior of 

different classifiers in the ensemble, in fact they are applied 

considering a single classifier in a stand-alone modality. 

From this point of view, the first intent of this work is to 

deal with state of the art performing classifiers (not weak) 

and to determine strategies which can be applied whatever 

classifier is considered. 

Let us consider the case of new un-labeled data, two well 

known approaches, used in order to select specific samples, 

are self-training and co-training. These are semi-supervised 

learning paradigms (the updating process is performed using 

both the initial set of labeled templates and a set of 

unlabelled data acquired during the on-line operation). Self-

training (or self-update) [13] is based on the concept that a 

classifier is retrained on its own most confident output 

produced from unlabeled data. The classifier is at first 

trained on the set of labeled data and, subsequently, several 

self-training iterations are performed to incorporate the 

unlabeled data until some stop rule is satisfied. Co-training 

(or co-update) [12] is the situation under which two 

classifiers improve each other. More specifically the first 

expert is up-dated with elements confidently recognized by 

the other one and vice-versa: the assumption is that 

classifiers involved in the co-training process have a 

conditionally independent view of the data. Co-train and 

self-train have a very strong role, in the current state of the 

art, on biometrics template up-dating process [14], moreover 

they have been applied recently even on the field of 

handwriting recognition [10, 11]. The main result observed 

for self-training on the task of handwritten word recognition 

[10] is that the challenge of successful self-training lies in 

finding the optimal tradeoff between data quality and data 

quantity for retraining. In particular, if the re-training is 

done with only those elements whose correctness can nearly 

be guaranteed, the retraining set does not change 

significantly and the classifier may remain nearly the same, 

or in other cases it could discard genuine samples whose 

distribution is far from the one already embedded in the 

knowledge base thus resulting in a performance 

degradation. Enlarging the retraining set, on the other hand, 

is only possible at the cost of increasing noise, i.e. adding 

mislabeled words to the training set. In this scenario, the co-

train approach [11] appears to be much more interesting, in 

fact it does not suffer limitations of the self-update process, 

and performance improvement are more evident than those 

observed in the self-training case, even if the confidence 

threshold still plays a crucial role. Co-train can be easily 

extended from two to n classifiers but the basic observation 

is that, once more, even if an ensemble of classifiers is 

available, there is no analysis and use of their common 

behavior of classification given the input to be recognized 

and the specific combination schema.  
From these observations, specific strategies are depicted 

in the next paragraph taking into account the task of 
supervised learning. 

 

B. Learning Strategies 

Let be: 

 

− jC , for j=1,2,…,M, the set of pattern classes, 

− { }KkxP k ,...,2,1| == , a set of pattern to be feed 

to the Multi Expert (ME) system. P is considered to 

be partitioned into S subsets P1,P2, …, Ps, …, PS, 

being Ps={xk∈P | k∈[Ns⋅(s-1)+1, Ns⋅s]} and Ns=K/S 

(Ns integer), that are fed one after the other to the 

multi-expert system. In particular, P1 is used for 

learning only, whereas P2, P3,…,Ps,…,PS are used 

both for classification and learning (when necessary); 

− Ω∈sy , the label for the sx  pattern, 

{ }MCCC ,...,, 21=Ω ,  

− iA  the i-th classifier for i=1,2,…,N,  

− Fi (k) = (Fi,1(k), Fi,2 (k), …, Fi,r (k),… Fi,R (k)) the 

numeral feature vector used by Ai for representing 

the pattern xk∈P (for the sake of simplicity it is here 

assumed that each classifier uses R numeral features) 

− ( )kKBi , the knowledge base of iA  after the 

processing of kP . In particular 

( ) ( ) ( ) ( )( )kKBkKBkKBkKB M

iiii ,...,, 21=  

− E  the multi expert system which combines iA  

hypothesis in order to obtain the final one. 

 

Initially, first stage (s=1), the classifier Ai is trained 

using the patterns xk∈P
*

i = P1. Therefore, the knowledge 

base KBi(s) of Ai is initially defined as:  

 

KBi(s)=(KB
1
i(s),KB

2
i(s),…,KB

j
i(s),…,KB

M
i(s))     (1a) 

 

where, for j=1,2,…,M: 

 

KB
j
i(s)=(F

j
i,1 (s),F

j
i,2 (s),…, F

j
i,r (s),…, F

j
i,R (s))       (1b) 

 

being F
j
i,r (s) the set of the r-th feature of the i-th classifier 

for the patterns of the class Cj that belongs to P
*

i. 

Successively, the subsets P2, P3, …, Ps, …, PS-1 are 

provided one after the other to the multi-classifier system 

both for classification and for learning. PS is just considered 

to be the testing set in order to avoid biased or too optimistic 

results. When considering new labeled data (samples of P2, 
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P3, …, Ps, …, PS-1), two different strategies can be followed 

in order to select patterns from Ps  to train iA : 

1. ist KBupdatePx _:∈∀ ,  

i.e. all the available new patterns belonging to Ps are 

used to update the knowledge base of each individual 

classifier 

 

2. ( ) ittist KBupdateyxAPx _:' ≠∋∈∀ , 

i.e. the individual classifier iA  is updated by 

considering only samples belonging to Ps which have 

been misclassified by iA
 
itself. 

 

The second approach is derived from AdaBoost and bagging 

and, at the same time, it can be considered as a supervised 

version of self-training. 

In order to inspect and take advantage of the common 

behavior of the ensemble of classifiers, the third strategy 

proposed in this work (and compared to the previous two) is 

the following: 

 

3. ( ) ( )( ) ittttist KBupdateyxEyxAPx _:' ≠∧≠∋∈∀  

i.e. the individual classifier iA  is updated by 

considering all its misclassified samples if and only if 

these produce (or contribute to) a misclassification of 

the ME. 

 

For the sake of simplicity, let us consider a ME adopting 

three base classifiers combined by means of Majority Vote. 

In the case depicted in figure 1(a) in which two classifiers 

correctly recognize the sample xi, both the first and the 

second approach would update the knowledge base of Ai 

with xi thus increasing the similarity index [16] of A1, A2 and 

A3 with the only advantage of increasing performance of A1 

on the training set and on pattern similar to xi. On the other 

hand, the ME system would exhibit the previous 

performance without any improvements. The third approach 

would not update the knowledgebase of A1. In the case 

depicted in figure 1(b), the updating of the knowledge base 

of A1 and/or A3 would produce the improvements of the ME 

performance.  

The third strategy takes into account performance of the 

individual classifier as well as performance at ME level.  It 

is able to select not only samples to be used for the updating 

process, but also classifiers to which those samples must be 

feed. Of course, it is evident that, many new samples will 

not be feed to a specific classifier and, in general, we could 

expect to observe performance degradation if compared to 

the other strategies. This can happen depending by 

performances of classifiers as well as by the ratio new/old 

data.  

However we have to consider and remark that we are 

dealing with already trained and working classifiers: initial 

performances are expected to be high (not weak). This leads 

to two considerations:  

• given a specific classifier, the difference between 

the confidence value in the case of miss-

classification and in the case of correct one could 

be imputed to the fact that the specific classifier 

(features, matching technique, etc.) is unable to 

represent it, and no improvements would be 

obtained by introducing the new sample in the 

knowledge base. This is particularly true under the 

assumption that strong (not weak) classifiers are 

used. 

• if each classifier in the ensemble were able to 

recognize exactly the same set of patterns, it would 

be un-useful their combination. From this point of 

view we are interested in not increasing the 

similarity index (SI) among classifiers. 

 

 
Figure 1.  Examples of updating requests 

 

III. EXPERIMENTAL SETUP 

A. Data Set 

A multi-expert system for handwritten digit recognition 

has been considered: the CEDAR database [9] P={xk | 

j=1,2,…,20351} (classes from “0” to “9”) has been used.  

The DB has been initially partitioned into 6 subsets: 

− P1={x1,x2,x3,…, ,x12750}, 

− P2={x12751,…, ,x14119},  

− P3={x14120,…, ,x15488},  

− P4={x15489,…, ,x16857},  

− P5={x16858,…, ,x18223},  

− P6={x18224,…, ,x20351}. 

In particular, P1∪ P2∪ P3∪ P4 ∪ P5 represent the set 

usually adopted for training when considering the CEDAR 

DB [6]. P6 is the testing dataset. Each digit is zoned into 16 

uniform (regular) regions [5], successively, for each region, 

the following set of features have been considered [6]: 

F1: features set 1: hole, up cavity, down cavity, left cavity, 

right cavity, up end point, down end point, left end 

point, right end point, crossing points, up extrema 

points, down extrema points, left extrema points, right 

extrema points; 

( ) ii yxA =3

( ) ii yxA =2

( ) ii yxA ≠1

( ) ii yxE =

( ) ii yxA =2

( ) ii yxA ≠1

( ) ii yxE ≠

(a)

(b)

( ) ii yxA ≠3
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F2: features set 2 (contour profiles): max/min peaks, 

max/min profiles, max/min width, max/min height; 

F3: feature set 3 (intersection with lines): 5 horizontal 

lines, 5 vertical lines, 5 slant -45° lines and 5 slant 

+45° lines.  

 

B. Classifiers 

Tests have been performed taking into account Support 

Vector Machines (SVMs) and a Naive Bayes classifier 

(NB). 

SVM is a binary (two-class) classifier, multi-class 

recognition is here performed by combining multiple binary 

SVMs. The kernel function adopted is the rbf gamma, 

performance are influenced by the standard deviation value 

(%) and by the tolerance of classification errors in learning. 

In this work %
2
=0.3var (var is the variance of the training 

data set) [6]. 

NB classifier fits, in the training phase, a multivariate 

normal density to each class jC  by considering a diagonal 

covariance matrix. Given an input to be classified, the 

Maximum a Posteriori (MAP) decision rule is adopted to 

select the most probable hypothesis among the different 

classes. 

 

C. Combination techniques 

Many approaches have been considered so far for 

classifiers combination. These approaches differ in terms of 

type of output they combine, system topology and degree of 

a-priori knowledge they use [1, 2, 3]. The combination 

technique plays a crucial role in the selection of new 

patterns to be feed to the classifier in the proposed approach.  

In this work the following decision combination 

strategies have been considered and compared: Majority 

Vote (MV), Weighted Majority Vote (WMV), Sum Rule 

(SR) and Product Rule (PR). MV just considers labels 

provided by the individual classifiers, it is generally adopted 

if no knowledge is available about performance of 

classifiers so that they are equal-considered. The second 

approach can be adopted by considering weights related to 

the performance of individual classifiers on a specific 

dataset. Given the case depicted in this work, it seems to be 

more realistic, in fact the behavior of classifiers can be 

evaluated, for instance, on the new available dataset. In 

particular, let iε  be the error rate of the i-th classifier 

evaluated on the last available training set, the weight 

assigned to iA  is  
!
"

#
$
%=

i
iw

β
1log , being 

i

i
i

ε

ε
β

−
=

1
. 

Sum Rule (SR) and Product Rule (PR) take into account the 

confidence of each individual classifier given the input 

pattern and the different classes [1]. Before the combination, 

confidence values provided by different classifiers were 

normalized by means of Z-score. 

IV. RESULTS 

Results are reported in terms of error rate percentage 

(ER). Values of the similarity index (SI) are reported in the 

last row of each table, moreover for the different learning 

strategies and for each classifier, the following ratios are 

evaluated and reported: 

 

 ! " #$
#%
& ' !(()*********** + " #$

#,
& ' !((, 

 

being NF the total number of available new samples, NS the 

number of samples (selected among the previous one) used 

for learning and NI the number of samples used for the 

initial training. R1 represents the percentage of new patterns 

selected from those available while R2 is a measure of their 

influence on the initial training set. The label “X-feed” 

refers to the use of the X modality for the feedback training 

process: “All” is the feedback of the entire set (first strategy 

in par. II.B), “A” is feedback at classifier level (second 

strategy in par. II.B). “MV”, “WMV”, "SR", "PR" are 

feedback at ME level adopting, respectively, the majority 

vote, the weighted majority vote, the sum rule and the 

product rule schema.  

Table I reports results related to the use of SVM. The 

three set of features F1, F2 and F3 (see par. III.A) lead, 

respectively, to SVM1, SVM2 and SVM3. P1 is used for 

training and P6 for testing. P2∪P3∪P4∪P5 is used for 

feedback learning. In this case the total amount of new 

samples is the 42.86% of the number of samples of the 

initial training set (P1). The first column (No-feed) reports 

results related to the use of P1 for training and of P6 for 

testing, without applying any feedback (R1=R2=0%), while 

the approach All-feed uses all samples belonging to the new 

set in order to update the knowledge base of each single 

classifier (R1=100%, R2=42.86% ). Depending by the 

combination technique, a specific strategy can outperform 

the others. In two cases out four (MV-feed and SR-feed), 

the multi-expert strategy outperforms the use of the entire 

new dataset, while on three cases out 4 (MV-feed, WMV-

feed and SR-feed) the multi-expert strategy outperforms the 

feedback at single expert level. In the case of Majority Vote 

and of Sum Rule, feedback at ME level definitively 

outperforms other two approaches. In these cases it is of 

interest the fact that a very restricted subset of samples is 

selected for re-training.  

Table II reports results related to the use of NB classifier 

under the same conditions of the previous experiment. In 

this case performance improvements provided by feedback 

at single expert level are always better than those obtained 

by any ME technique. At the same time, it must be 

underlined that the worst re-training strategy is the one 

which considers the entire set of new available samples.  

A typical implementation of co- and self-train takes into 

account multiple training iterations. In this work 

experiments have been performed considering up to 3 

iterations. 
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In the case of SVM classifiers, slight improvements have 

been observed in terms of ER while conferming the general 

trend between different feedback strategies already reported 

in table I. A much more interesting trend has been observed 

in the case of NB classifiers (table III) where 3 re-training 

iterations have been considered. The spread between 

performance obtained with a single expert strategy and a 

ME one is sensily lower than the case of a single iteration 

(table II), moreover MV-feed is able to outperform feedback 

at single expert level. It is also of interest to observe that, 

due to over-fitting, results obtained giving the entire set of 

new samples for feedback learning provides a decreasing of 

performance as the number of iterations increase.  

Finally, table IV reports results related to the use of a 

unique feature set F= F1∪F2∪F3, the two different 

classifiers and a reduced set of samples provided for 

feedback learning. In particular P1 is used for the initial 

training and P6 for testing. P2, P3, P4, P5 are independently 

TABLE I. SVM, FEEDBACK - P2∪P3∪P4∪P5 

 

No-

feed 

ER 

A- feed MV-feed WMV-feed SR-feed PR- feed All-feed 

ER ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 

SVM1 2.94 2.82 6.13 2.63 3.01 2.62 1.12 3.01 1.70 0.73 2.96 1.39 0.60 2.96 1.17 0.50 2.92 

SVM2 8.37 8.13 10.46 4.48 8.36 3.06 1.31 8.55 2.14 0.92 8.04 1.66 0.71 8.22 1.32 0.56 7.97 

SVM3 4.09 4.35 4.12 1.76 4.46 2.27 0.97 4.46 2.27 0.97 4.32 1.26 0.54 4.18 0.95 0.41 4.23 

MV 2.54 2.49 2.35 X X X 2.58 

WMV 1.69 1.83 X 1.79 X X 1.74 

SR 1.46 1.41 X X 1.36 X 1.41 

PR 1.22 1.17 X X X 1.22 1.17 

SI 91.29 91.30 90.98 90.91 91.32 91.24 91.55 

TABLE II. BF, FEEDBACK - P2∪P3∪P4∪P5 

 No-

feed 

ER 

A- feed MV-feed WMV-feed SR-feed PR- feed All-feed 

ER ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 

BF1 6,81 5,97 11,54 4,95 6,44 5,63 2,41 6,67 3,84 1,65 6,72 3,99 1,71 6,63 3,38 1,45 6,53 

BF2 12,55 11,51 14,49 6,21 11,70 7,10 3,04 11,94 5,31 2,27 12,08 4,45 1,90 12,08 3,77 1,61 12,27 

BF3 10,62 9,59 10,92 4,68 10,24 5,74 2,46 10,24 5,74 2,46 10,29 3,71 1,59 10,34 2,87 1,23 11,04 

MV 6,44 5,64 5,97 X X X 6.63 

WMV 4,56 4,14 X 4,23 X X 4.70 

SR 3,67 3,24 X X 3,52 X 3.81 

PR 3,10 2,82 X X X 3,01 3.10 

SI 84,05 85,34 84,70 84,52 84,37 84,32 84.35 

TABLE III. BF, 3 FEEDBACK LEARNING ITERATIONS - P2∪P3∪P4∪P5 

 

No-

feed 

ER 

A- feed MV-feed WMV-feed SR-feed PR- feed All-

feed 

ER ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 

BF1 6,81 5,59 30.19 12.93 6.16 15,06 6,45 6,48 10,41 4,46 6,44 10,50 4,50 6.58 8,96 3,84 6,77 

BF2 12,55 10.71 38.27 16.40 11,28 18,00 7,71 11,70 13,48 5,78 11.61 11,64 4,99 11.56 9,68 4,15 12,45 

BF3 10,62 9.12 29.36 12.58 9.68 15,00 6,43 9.63 15,08 6,46 10,20 9,46 4,05 10,39 7,46 3,20 11,61 

MV 6,44 5.60 5,39 X X X 6.91 

WMV 4,56 4.09 X 4,13 X X 4.79 

SR 3,67 3.01 X X 3,34 X 3.99 

PR 3,10 2.63 X X X 2.76 3.24 

SI 84,05 86.47 85.26 84,96 84.56 84,32 85.37 

TABLE IV. FEEDBACK - P2 , P3, P4, P5 

 

No-

feed 

ER 

C-feed MP- feed WMV- Feed SR- Feed PR- Feed All-

feed 

ER 
ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 ER R1 R2 

SVM 2.07 2.10 1,60 0,17 2.06 1,18 0,13 2.07 1,33 0,14 2.08 1,18 0,13 2.08 1,15 0,12 1.91 

NB 4.18 4.02 4,18 0,45 4.10 2,25 0,24 4.11 2,23 0,24 4.13 2,38 0,25 4.11 2,28 0,24 3.93 

MP 3.48 3.44 3.51 X X X 3.32 

WMV 2.54 2.54 X 2.54 X X 2.35 

SR 2.35 2.35 X X 2.30 X 2.41 

PR 2.21 2.22 X X X 2.21 2.17 

SI 94.24 94.42 94.33 94.31 94.31 94.30 94.62 
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used, one from the other, for feedback learning, 

performance were evaluated for each set and the average is 

finally reported.  The first consideration is that the ER 

performed by SVM is so low that it appears un-useful 

combining it with BF (no complementary info is added). Of 

course this represents an extreme working point. Feedback 

at ME level is able to outperform All-feed in the only case 

of Sum Rule (SR) by using a reduced subset of the available 

new patterns. In all other cases, results provided by the ME 

feedback approach are equal to those obtained by feedback 

at single expert level.  

A statistical significance of the <<0.03 level was 

achieved for all tests performed and here reported. 

 

V. CONCLUSIONS 

This paper shows the possibility to improve the 

effectiveness of a multi-classifier system, when new labeled 

data are available, by a suitable use of the information 

extracted from the collective behavior of the classifiers. 

Experiments have been performed considering state of the 

art classifiers, features and combinations techniques. It has 

been showed that performance of feedback training strictly 

depend by the classifier structure, by the combination 

strategy of the ME which is responsible for sample 

selection, but also by the data distribution, and the similarity 

between samples in the feedback set and samples of the 

testing set. It has also showed that multiple training 

iterations on the same set of data are able to improve 

performance both in the case of feedback at single and multi 

expert level. Finally, also in cases of which the cardinality 

of the new selected training set is negligible if compared to 

that of the initial training set, the feedback strategy is able to 

produce improvements. 

Future works will inspect deeply the possibility of 

iterative re-training given a set of new labeled samples as 

well as the possibility of evaluate the approaches on the task 

of semi-supervised learning. 
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