
A Compression Scheme for Handwritten Patterns Based on Curve Fitting 
 

Kamal Gupta, Manish Bansal, Santanu Chaudhury 
Department of Electrical Engineering 
Indian Institute of Technology, Delhi 

New Delhi, India 
Email: {kamalgupta308, manishbansal.iitd, schaudhury}@gmail.com 

 
 

Abstract— We present here an idea of compression of user fed 
data from a touch screen input interface for storage and 
transmission over relatively lower bandwidth. The input is 
taken in the form of hand-written text, graphics, symbols or 
patterns and recorded as strokes in order of their temporal 
occurrence. The patterns are segmented into primitive forms 
each of which is then modeled with third order B-Spline 
Curves. The number of control points driving the Spline Curve 
is determined beforehand by recognizing the dominant points 
in the pattern. The significant reduction of redundancy in data 
can be exploited in wide application base including low-cost 
handheld device communication. This algorithm hence 
proposes a language independent tool for recording the 
handwriting of user in its original essence. Results obtained 
from preliminary testing on MATLAB and Android platform 
show significant improvement in compression ratio over the 
traditional storage and compression schemes. 
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I.  INTRODUCTION 
Handwriting is the most basic tool used for expression 

of thought which may consist of use of different languages 
or diagrams. Besides conveying the syntactic meaning, 
handwriting also reflects one’s behaviour. With the 
upcoming technologies in the field of software, the whole 
world is going digital. However with more than 5000 
languages in the world, it’s not possible to develop software 
support for all of them. With the availability of touch pads 
and smart phones we expect huge proliferation of 
handwritten information. Also with various limitations and 
language dependence of handwriting recognition schemes, it 
becomes mandatory to develop efficient techniques to 
directly encode the hand-drawn information digitally. 

In this paper, we have proposed a scheme for 
compression of online hand-written data. High orders of 
compression are achieved by approximating the patterns 
using B-Spline Curves. This can be used in context of 
applications like communication tool in handheld mobile 
phones, chat interfaces, and even as an instrument of 
making this world paperless, hence serving the environment. 

There has been consistent work on online and offline 
handwriting recognition in the past. Various issues like 
connecting cursive handwriting strokes, character 
recognition and modelling etc. have been addressed in [7, 
10, 11, 12, 13, 14, and 16]. Most of these algorithms are 

robust but have limited usability in terms of language 
dependency and classification accuracy. Liu in [6] presents 
a model for lossy compression using delta modulation and 
[8] first trains a Markov Model based recognizer offline, 
followed by online approximations using arcs of ellipse. 

However in all these works, the focus is on modeling 
the handwriting of a person and trying to regenerate the 
cursive characters in particular scripts to replace the ASCII 
characters. To the best of our knowledge, there has been no 
focus on a generic compression scheme for hand drawn 
patterns. The novelty of our work is to model any pattern in 
any language or form, and regenerate the information as was 
input earlier. Exploiting high redundancy and temporal 
correlation in patterns, our scheme achieves remarkable 
compression which is not focused in previous works. The 
issue of high costs of transmission bandwidth is a major 
concern in developing countries of Africa, Asia and Latin 
America. Our technique shall be highly successful in such a 
customer base because of lesser requirements in terms of 
bandwidth (hence cost effective). Moreover, there is deep 
penetration of mobile services in these nations and the 
communication usually takes place in their native scripts 
which complies with our scheme. 

Our concept of the use of B-Splines for curve 
approximation is inspired from [3] in which there has been 
attempt of 3D reconstruction of opaque microscopic objects 
like grains by approximating various sections using Non 
Uniform Rational B-Splines (NURBS). We have 
generalised the concept for any curve that may as well be 
hand drawn, given the temporal occurrence of information. 
Also we apply handwriting heuristics to pre-process the 
patterns and use uniform B-Splines instead which generate 
equally acceptable results. 

The rest of this paper is organized as follows: Section II 
provides an overview of the coding and decoding algorithm. 
In Section III we discuss the proposed B-Spline Curve 
fitting scheme. The results, practical applications and 
conclusions are discussed in Section IV to VI. 

II. OVERVIEW OF ENCODING AND DECODING SCHEME 
FOR COMPRESSION 

In this section, we discuss a top-level overview of the 
compression scheme. In any typical scheme strokes of hand-
drawn patterns are stored as very closely occurring points. 
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simplicity of their construction and their capacity to 
approximate complex shapes. An additional benefit comes 
from their property of local controllability [1], i.e. changing 
one control points doesn’t alter whole of the curve but a 
small region, allowing piecewise fitting of our pattern. 

A degree n B-Spline curve [17] is defined as 
 ܵሺݐሻ ൌ  ෍ ௜ܲ ൈ ܾ௜,௡ሺݐሻ  ,   ݐ א ሾݐ௡, ௠ି௡ିଵሿ௠ି௡ିଶ௜ୀ଴ݐ              ሺ1ሻ 

for given m real values ti called knots with                          ݐ଴ ൑ ଵݐ ൑ ڮ  ௠ିଵ    (2)ݐ
Pi are m-n-1 control points forming a convex hull and bi,n(t) 
is the blending (De-boor) function given by [15] Cox-de-
Boor recursion formula as in (3),(4). 
 ௝ܾ,଴ሺݐሻ ൌ  ൜1      ݂݅          ݐ௝ ൑ ݐ ൏    (3)                  ݁ݏ݅ݓݎ݄݁ݐ݋                        ௝ାଵ0ݐ

  ௝ܾ,௡ሺݐሻ ൌ ௧ି௧ೕ௧ೕశ೙ି௧ೕ ௝ܾ,௡ିଵሺݐሻ ൅ ௧ೕశ೙శభି௧௧ೕశ೙శభି௧ೕశభ ௝ܾାଵ,௡ିଵሺݐሻ     (4) 

A. Recognising the Dominant Points 
The control points in B-Splines guide the shape of the 

curve and changing parameter t traces the curve. These 
control points significantly define the positions of some 
dominant points (points of high curvature) on the curve. 

We try to find these dominant points [2], as follows: 
• For each point in the data set, the radius of 

curvature at each point is calculated [20]. 
• The radius of the unique circle passing through Pi, 

Pi-k, Pi+k is considered as radius of curvature at 
point Pi, where k is a small integer and may vary 
over a range. The average of the radius for 
different values of k can also be considered. 

• Curvature is inversely proportional to the radius. 
• If the radius at a point is less than a threshold 

value, the points is taken to be in dominant region. 
The point of minimum radius in the neighbourhood of 

each dominant region is the dominant point (Fig. 3.(b)). 

B. Non Uniform Rational B-Splines (NURBS) 
NURBS are the B-Splines in which knots are not 
equidistant. We calculate the knot vector from position of 
dominant points. The positioning of knot vectors can be 
treated as defining time spent in drawing each section of 
curve [3] while hand-drawing. 

 

 
Figure 3. (a) A sample hand drawn pattern; (b) Finding dominant points by 
looking for local minima in radii; (c) Approximation (red) for the pattern 

(black) drawn by user. 

After a detailed study of the behaviour of knot vectors, 
it is noticed that the best knot values would be the one 
which are proportional to occurrence of the dominant points 
in space [3]. So we use the distance between consecutive 
control points to find knot values in proportion. With the 
help of these knot values the corresponding values of De-
boor function bi,n(t) in (1) are calculated. 

Assuming that if the given curve is made to pass through 
all the n dominant points, and given curve is smooth, the 
resulting B-Spline will be a good approximation of the input 
pattern, (1) is solved to determine the control points. We get 
n linear equations using n dominant points [3], solving which 
we can determine the control points. 

 

C. Uniform B-Splines and Error Minimisation 
As indicated in results (Fig. 3.(c)), third degree NURBS 

has approximated the curve shape to large extent. But there 
is still lot of error. Also, in non uniform B-Spline, knot 
vector has to be separately computed and stored. Moreover, 
it is deduced after testing that the usage of non-uniform knot 
vector hardly makes any difference to image quality. So we 
switch to uniform B-Splines subsequently. 

For 3rd degree uniform B-Splines, knot vector consists 
of equally spaced n+4 knots, with vector normalised 
between ‘0’ and ‘1’, for n number of control points. We 
actually do not need the information on dominant points, 
however for an approximation of number of control points 
required, the scheme described in Section III.A above can 
be used. 

 We now define an error function [4] as                                         ݁ ൌ ∑ ௜ݍ| െ ܵሺݐ௜ሻ| ଶ௜  (5) 
Where qi is the data point recorded as input and S(ti) is the 
corresponding point on the approximating curve from the 
definition of B-Splines (6). The error e is summed over m 
number of data points in input data over which the error has 
to be minimised. Parameter ti is incremented over the range 
of knot vectors with fixed increments.                                   ܵሺݐ௜ሻ ൌ ∑ ܾ௞,ଷ௡௞ୀଵ ሺݐ௜ሻ ൈ  ௞ܲ  (6) 
To minimize the error, its first derivative must be zero.                                         ௗ௘ௗ௉ೕ ൌ 0 (7) 

This gives: 
 ෍ ෍ ܾ௞௡

௞ୀଵ
௠

௜ୀଵ ሺݐ௜ሻ ൈ ௝ܾሺݐ௜ሻ ൈ ௞ܲ ൌ ෍ ௜ݍ ൈ  ௝ܾሺݐ௜ሻ   ሺ8ሻ௠
௜ୀଵ  

Equation (8) can be rewritten as product of Matrices as 

൥ ܾଵሺݐଵሻ ڮ  ܾଵሺݐ௠ሻڭ ڰ ଵሻݐ௡ሺܾ ڭ ڮ  ܾ௡ሺݐ௠ሻ൩ ൥  ܾଵሺݐଵሻ ڮ  ܾ௡ሺݐଵሻڭ ڰ ௠ሻݐଵሺܾ ڭ ڮ  ܾ௡ሺݐ௠ሻ൩ ൥ ଵܲܲڭ௡൩           

                       ൌ       ൥ ܾଵሺݐଵሻ ڮ  ܾଵሺݐ௠ሻڭ ڰ ଵሻݐ௡ሺܾ ڭ ڮ  ܾ௡ሺݐ௠ሻ൩ ൥  ௠൩               (9)ݍڭଵݍ

ܤ                        ൈ ்ܤ ൈ ܲ ൌ ൈ ܤ ܳ                           ሺ10ሻ 

(a) (b) (c)
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Equation (10) is solved by pseudo-inverse method to 
get column vector P, set of required control points. 

The number of control points can be varied as a trade-
off between the compression ratio and error. The number of 
control points can also be varied iteratively [19] from the 
initial estimate of dominant points from Section III.A till 
error e in (5) reduces below a desired value. Since the knot 
vector used is uniform, only the array of control points is 
needed to regenerate the drawn pattern. 

IV. RESULTS 
Fig. 5 shows the results from the MATLAB 

implementation of Uniform B-Spline Approximation 
Scheme as discussed in Section III. The results outstand 
over all previous implementations. The control points are 
determined from iterative check on the distortion in terms of 
square error e in (5) till it decreases below a threshold.  

B-Splines successfully model even the complex hand-
written patterns including sharp turns and kinks. Since more 
number of control points is required to model sharp features, 
the Segmentation method discussed in Section II.A, II.B can 
also be pre-employed as that will further decrease the 
number of control points. Comparisons made in Table I and 
II give an estimate of the amount of compression achieved 
along with the distortion in pattern. (The relative error in 
Table II is the average error per stroke). Since compression 
can always be improved by increasing the number of control 
points, this scheme works as a trade-off between Rate and 
Distortion. Fig. 4 shows various characteristics of the 
technique averaged over different types of test patterns 
(scripts, multistroke, singlestroke etc.) 

V. APPLICATION 
We have developed an SMS application on android 

platform to test real-time computing performance of the 
algorithm. The interface has been kept simple to make the 
application user friendly and demonstrate the functionality 
of algorithm.  Android uses Linux Kernel version 2.6 for 
system services such as memory and process management 
[21]. Each software runs as an individual process having a 
separate instance of Dalvik Virtual Machine (DVM). Fig. 7 
shows the architecture of the application. 

 
Figure 4. (a) Average Time vs Error characteristics of the scheme.   

 (b) Mean Compression Ratio vs Error characteristics. 

Mean Compression Ratio: Average of Compression Ratios taken over a set of test patterns. 

In our application, a user can compose a message with 
stylus on a touch-screen interface. Strokes are recorded and 
processed (compressed and encoded) as an Asynchronous 
Task. Drawn figure (Fig. 6) is sent via SMS using Android 
Telephony Manager. The Receiving end saves the message 
in a SQLite Database and displays it as a list, clicking on 
which displays the strokes. For all compression purposes, 
methods have been written with standard Java Libraries. 
SMS Send and Receive, Database Management, Views and 
Thread manipulation have been performed using libraries 
provided by Android Platform. 

Calculating the matrix inverse in (10), is the most time 
consuming step and has been done using Gaussian 
Elimination which is of the order O(n3), where n is the 
number of control points. Multiplication of matrices for the 
same equation takes O(n2m) time where m is the input 
number of data points in a stroke. Rest of the steps 
consumes linear time. So overall complexity of the system 
would be O(n3+n2m). Table III shows time performance of 
the system. For each stroke, error and Mean Opinion Score 
(MOS) has been calculated, taking opinion of 10 users. 

 

 

 

 

 
Figure 5. Input and Output of various patterns modeled 

Table I: Rate Distortion Error Analysis for Fig. 5(b) 
Control Pts. 21 31 33 34 36 41 

Error 1566 537 505 454 485 360 

(a) 

(b) 

(c) 

(d) 

(e) 

(a) (b) 
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VI. CONCLUSIONS 
We have presented a novel compression scheme to store 

and transmit data using low bandwidth. The algorithm 
proposed is independent of user language and can be 
implemented online for instant messaging applications. B-
Spline curves used to approximate user strokes are scalable 
to any display size [18]. The number of control points is 
determined by calculating the dominant points in the curve 
and iteratively reducing error. To demonstrate the feasibility 
of our system, we have developed an Android based SMS 
Application that works well in real time scenario. 

Performance of the scheme worsens when the hand-
written pattern consists of a number of random scratches, 
small dots or strokes, as in this case a large number of 
points have to be stored to represent a little data. However, 

 

Table II: Comparison of the results obtained with standard schemes. 
Fig. 

5 
No. of 
Data 

Points 

No. of 
Control 

Pts 

Relative 
Error 

I/P 
Strokes 

(kB) 

O/P 
Control 

Pts (Bytes) 

Huffman 
Coded 
(Bytes) 

(a) 387 15 480 3.34 118 49 
(b) 230 39 403 1.92 332 146 
(c) 438 31 487 3.85 250 104 
(d) 620 154 342 5.68 1177 490 
(e) 195 48 456 1.5 414 172 

 

 
Figure 6. (a) Input; (b) Output, interface on Android Emulator 

Table III: Time analysis on Android Emulator 
S. No. Input pts. (m) Control pts. (n) Time (s) Error MOS 

1 230 10 1.276 423 4.2 
2 384 15 2.293 521 4.3 
3 584 18 3.367 367 4.5 
4 716 20 4.612 652 3.4 

 

 
Figure 7. Android Application Architecture 

this problem can be tackled by incorporating appropriate 
heuristics in our scheme. 
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