AdaBoost for Text Detection in Natural Scene
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Abstract—Detecting text regions in natural scenes is an important part of computer vision. We propose a novel text detection algorithm that extracts six different classes features of text, and uses Modest AdaBoost with multi-scale sequential search. Experiments show that our algorithm can detect text regions with a $f = 0.70$, from the ICDAR 2003 datasets which include images with text of various fonts, sizes, colors, alphabets and scripts.
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I. INTRODUCTION

Detecting text in natural scenes, such as sign boards on streets and buildings, advertisements, traffic signs, movie marquees and so on, is a core part of computer vision applications, including robotics, vehicle license plate recognition system and text reading programs for visually impaired person. Text detection consists of two steps. The first step involves detecting text regions in a given image, while the second step retrieves text information from these regions using OCR or other technologies. We here concentrate on the first step of text region detection in natural scenes.

Our system is based on the Modest AdaBoost algorithm which constructs a strong classifier from a combination of weak classifiers. In this paper, we use nodes of Classification And Regression Tree (CART) [1], a nonparametric decision tree that determines outcome variables from among a large number of features, as weak classifiers of our AdaBoost algorithm reduces false positives by using post adjustment.

II. PREVIOUS WORK

A good overview of text detection algorithms can be found in ICDAR 2003 [2] and 2005 [3]. These competitions compared these algorithms in same environment for fair evaluation. Previous approaches can be divided according to whether or not they use machine learning techniques. A representative example for learning is Chen and Yuille, who used AdaBoost learning of joint-probabilities of features (X and Y derivatives, histogram of intensity and edge linking) [4]. On the other hand, Epshtein et al. did not exploit learning techniques, focusing instead on the fact that text has a constant stroke width. It reached a precision of 0.73 and a recall of 0.60 [5].

III. DATASETS

We used two, publicly available, sets of natural images containing text; ICDAR 2003 (499 images) and a dataset of 307 images from Microsoft Research India (MSRI) [5]. The ICDAR dataset is an official standard in the recurrent text detection competitions [2], [3]. We used the MSRI images to train the AdaBoost-based algorithm and the ICDAR images to test it.

IV. FEATURES

AdaBoost constructs a strong classifier from a combination of weak classifiers. We use 6 types of features sets for the CART weak classifier.

A. Variance and Expectation of X-Y Derivatives

Chen and Yuille used features based on the mean and standard deviation of X and Y derivatives [4]. For text, the distribution of the X derivative should have a concave shape, while the distribution of the Y derivative should be inconsistent (Fig. 2). We separate block areas based on local minima and maxima of the distribution of X and Y derivatives.

We empirically found that X derivatives only have a single local maxima without any local minima. To compute the X derivatives, we divided the ROI into three sub-blocks of images by calculating two borderlines using local maxima $(B_1 = [1, \frac{1+L_M}{2}], B_2 = [\frac{1+L_M}{2}, \frac{H-L_M}{2}], B_3 = [\frac{H-L_M}{2}, H])$; $B_i : i^{th}$ block, $L_M : local maxima$, $H : height of a window$.
For Y derivatives, we calculated three different types of borders based on local minima, local maxima and the mean of local minima and maxima \( (B_m = \{1, \frac{1+L_m}{2}, \frac{L_m+1+L_m}{2}, 0\}, B_n = \{\frac{L_m-1+L_m}{2}, H\}) \), where \( B_i \) is \( i^{th} \) block, \( L \in \{\text{local maxima, local minima, mean of local maxima and minima}\} \), \( n \) number of points of each type of \( L \), \( L_k : k^{th} \) point of \( L \). We extract a set of features by calculating the variance and expectation of each area separated.

B. Local Energy of Gabor Filter

Even though text includes letters of a variety of sizes, shapes and orientations, it tends to have higher spatial frequency components compare to non-text [6]. We used local energy to extract these high frequency components in four orientations.

We used four different orientations \( (\theta = 0, \frac{\pi}{4}, \frac{\pi}{2} \text{ and } \frac{3\pi}{4}) \) with three different radial frequency \( f(0.2, 0.8 \text{ and } 0.9) \) and \( \sigma \) channels \( (\sqrt{3.5}, 1 \text{ and } \sqrt{2.5}) \).

C. Statistical Texture Measure of Image Histogram

Statistical texture information is commonly used in image retrieval problems [7]. We here use 6 statistical texture measures of image histogram to differentiate text from non-text regions. Defining \( \mu \) as the average of the intensity, \( Z_i \) a random variable indicating intensity, \( p(Z) \) the histogram of intensity level in the image and \( L \) number of possible intensity level, we use the following six features

- **Variance of Histogram**: \( \sum_{i=0}^{L-1} (Z_i - \mu)^2 p(Z_i) \)
- **Squared sum of probability**: \( \sum_{i=0}^{L-1} p^2(Z_i) \)
- **Average Entropy**: \( -\sum_{i=0}^{L-1} p(Z_i) \log_i p(Z_i) \)
- **Relative Smoothness**: \( \frac{1}{1+\sigma^2} \)
- **Skewness**: \( \sum_{i=0}^{L-1} (Z_i - \mu)^3 p(Z_i) \)
- **Kurtosis (Peakedness)**: \( \sum_{i=0}^{L-1} (Z_i - \mu)^4 p(Z_i) \).

D. Measurement of Variance of Wavelet Coefficient

The discrete wavelet transform (DWT) transforms an image into an orthogonal wavelet form. For fast calculation of DWT, 4 approximation coefficients are needed (approximation, horizontal, vertical and diagonal coefficient) computed from low-pass decomposition filter. These coefficients can be used for reconstructing the original image. We use **Daubechies** wavelets for extracting these coefficients and calculate the variance of these 4 coefficients vector to be used as four features.

E. Edge Detection and Edge Interval Calculation

We use color gradients in RGB space to extract edge information [8].

Text has constant intervals between edges with similar size. We can construct a set of features based on this characteristic. We compute the size of intervals between edges in images. If a window has text, the size of interval has a skewed shape and the standard deviation of the interval size is smaller than that of non-text (Fig. 3). We use the mean and standard deviation of these intervals as two features.

F. Connected Component Analysis

Text in natural scenes typically has two color components (background and foreground) that are aligned in the window. Contrariwise, non-texts often contains more than two colors. We applied k-means cluster over each window with \( k = 2 \) to discriminate text from non-text (Fig. 4). We extracted three features from this component analysis.

- **Component alignment**: If a window is well-fitted over a text area, the \( y \) coordinates of the center of each component are close to the center of the window. We used average distance among the components and the center coordinates along the \( y \) axis of the window as features.
- **Standard deviation of component location**: Although components alignment is useful in detecting text, some non-text components have small mean with high standard deviation. We use the standard deviation of the component location as a feature to overcome this problem.
- **Standard deviation of component size**: The size of text components are relatively similar to each other compare to the size of non-text components. We calculated standard deviation of each component size.

V. PROPOSED SCHEME

A. Overall System Design

The complete algorithm (Fig. 5) has three phases: pre-processing (Section C), multi-scale sequential search (Sec-
Figure 4. Examples of connected components.

Figure 5. Design of the overall system architecture

B. Learning with AdaBoost

AdaBoost [9] is an effective machine learning method for classifying two or more classes. AdaBoost enhances the performance of a set of weak classifiers \( \{h_m(x)\} \) - each of which has a performance that might only be marginally better than chances - by combining them into a strong classifier \( H(x) \) using scalar weights \( \{\alpha_m\} \) in each round

**Algorithm 1** Pseudocode of Modest AdaBoost

Step 1: Initialize data weights \( \omega_0(x) = \frac{1}{N} \) with given training data \( (x_1, y_1), \ldots, (x_N, y_N) \), with \( N \) the number of training image.

Step 2: for \( m = 1 \) to \( M \) (Max iteration)

1) Train weak classifier \( h_m(x) \) by weighted least squares of \( x_i \) to \( y_i \) with weights \( \omega_i \).
2) Compute inverted distribution \( \bar{\omega}_m = 1 - \omega_m \) and renormalize by \( \bar{Z}_m \).
3) Compute :
   \[
   P_{m}^{+1} = \omega_m(y = +1, h_m(x)) \\
   P_{m}^{-1} = \omega_m(y = -1, h_m(x)) \\
   P_{m}^{+1} = \bar{\omega}_m(y = +1, h_m(x)) \\
   P_{m}^{-1} = \bar{\omega}_m(y = -1, h_m(x))
   \]
4) Set \( H_m(x) = P_{m}^{+1}(1 - P_{m}^{-1}) - P_{m}^{-1}(1 - P_{m}^{+1}) \)
5) Update \( \omega_{m+1}(i) = \omega_m(i) \exp \left( -y_i \left( h_m(x_i) - \frac{m}{\sum_{m=1}^{M} \log \sqrt{k}} \right) \right) / \bar{Z}_m \)

Step 3: Produce the final classifier

\[
H(x) = \sum_{m=1}^{M} H_m(x)
\]

There are several boosting algorithms that improve performance of vanilla-flavored AdaBoost. Real AdaBoost [10] computes the probability that a given pattern belongs to a class to perform optimization with respect to \( h_m(x) \). Gentle AdaBoost [11] exploits weighted least-squares regression for deriving a reliable and stable ensemble of weak classifiers. We here use Modest AdaBoost [12] (see Algorithm 1) which modifies Gentle AdaBoost with an inverted distribution. For our dataset, it performs superior to Gentle and Real AdaBoost in tests.

The fraction of these images occupied by text is small. Put differently, there are many more non-text than text windows. To reflect this preponderance of non-text, we extract 10,000 text windows as positive samples and 40,000 non-text windows as negative samples (each window is 64 pixels wide and 32 pixels tall) from the 307 MSRI images to train our classifiers using Modest AdaBoost. Positive samples were obtained by hand-labeling and negative samples were extracted by a bootstrap process with random selection.

To allocate the appropriate weights to text versus non-text examples, we use asymmetric AdaBoost method [13], by reinterpreting the weak classifier \( h'_m = h_m(x) - \frac{m}{\sum_{m=1}^{M} \log \sqrt{k}} \) with cost \( k = 4 \). CART constructs a decision tree by using 6 set of features which were extracted from positive 10,000 and negative 40,000 samples. Branches of the tree were indicated true and false, and nodes were constructed using these training samples. And each node of CART is used as an individual weak classifier of the Modest AdaBoost.
with maximum depth of CART equal to 5, and we set the maximum boosting steps (M) to 100 using AdaBoost toolbox [14].

C. Pre-Processing of the Dataset before Learning

We detect text regions using sequential search with a designated size of window sufficient to extract most textual elements. However, some images contain extremely large text in close-up. This makes text detection extremely challenging. To address this problem, we add a “large text detection” module as a pre-process. In this phase, it classifies images with extremely large text and extracts text region from the image. We resize the whole image to the size of the window (64×32 pixels) and apply Modest AdaBoost on the resized image. To ensure it has a large text, we analyze the resized image that has passed the text for likely text using connected components, and extract component areas as a text region.

D. Multi-scale Sequential Search

The size of text varies considerably, from 16×16 to 487×720 for the ICDAR images. We therefore use multi-scale images with 16 different spatial scales. The size of spatial scale increases linearly from 64×48 (width×height) to 1024×768 pixels. We generate a 64×32 window to search over an entire image with steps of 32 pixels in the x and 16 pixels in the y directions within each map. Each window performs a search procedure which need to pass through 4 steps. First, we extract features from images in a window and apply Modest AdaBoost to classify these as text or non-text.

Rather than forcing the classifier to respond to a given window with 0 or 1, we use probabilities. The output of the filter $H(x)$ is the output of the final classifier of Modest AdaBoost (see Algorithm 1)

$$H(x) = \log \frac{p(W|y = \text{text})}{p(W|y = \text{non-text})}$$

(2)

To reduce false positives, we employ two additional methods, counting the numbers of component and morphological analysis, after AdaBoost classified a particular window as text.

1) Counting Numbers of Component: Most of text and complex non-text windows have a number of components with strong X and Y derivatives compared to those of non-text windows with simple patterns with strong orientations such as single line. We therefore multiply the number of components of the X derivatives in any one window with the number of y components in that window for additional discrimination.

2) Morphological Analysis: A morphological operation called ‘skel’ turns an image into a skeletal image [15]. After applying ‘skel’ operation with 5 iterations to each window, skeletal frames remain. We use these to distinguish false positives. Characters in a window tend to have similar properties such as color, intensity and so on. However, many non-text windows have different properties between objects within the window. This skews the result of the morphological operation. Thus, we regard these results from morphological operation as a property of non-text samples, and automatically remove them based on the skewness of the distribution (Fig. 6).

E. Text Region Optimization

After all sequential processes are completed, we linearly combine the resulting maps at 16 spatial scales with equal weights into a single 1024×768 map. The estimated text regions are not perfect rectangular. These regions pass through a text region optimization stage, which maximizes the expected text region by constructing a rectangular region based on minimum and maximum positions of original region. In a second step, we derive an edge map from color gradient and use it as a criteria of region optimization to remove surrounding parts of the text window that do not contain text.

VI. Evaluation

To evaluate our algorithm, we employ the publicly accessible benchmark of natural scenes containing text [16] used in the ICDAR 2003 [2] and 2005 [3] competitions. The fact that the testing images derive from a different image dataset than the training images maximally challenges the generalization abilities of our method. We use the entire set of ICDAR images except 4 non-text images, for a total of 495 images.

The performance metrics are precision, the fraction of text windows which are correctly classified as text, and recall, the fraction of all text windows have been correctly identified. Finally $f$ is a single scalar that is the harmonic mean of the precision and recall. For optimal performance, all three numbers should be unity.

We conduct a comparison to clarify contribution of features sets (Fig. 7). Even though each feature set yields
weak performance, using the combination of features via AdaBoost results in an overall strong performance.

To find the trade-off between multiple maps with varying spatial scales, we evaluated the algorithm using 1, 2, 4, 8 or 16 spatial scale maps. For the last case, the largest scale is 1024 × 768 pixels and the smallest is 16 times smaller, i.e., (64 × 48). As the number of spatial scale increases (Fig. 8), performance also increased.

We selected the algorithm with 16 spatial scales to compare against other algorithms running on the same image dataset. The results are displayed in Table 1. At the moment, our algorithm outperforms all other published text detection methods in terms of its f number.

VII. CONCLUSION AND REMARKS

We built a system using asymmetric Modest AdaBoost for detecting text in natural scenes. We extract 59 features within 64 × 32 pixels windows by applying 6 types of extraction strategies - X-Y derivatives, local energy of Gabor filter, statistical texture measure of image histogram, measurement of variance of wavelet coefficient, edge interval and analysis of connected components. We extract these features over 16 spatial scales to construct a CART as a weak classifier of the Modest AdaBoost. Counting components of X and Y gradients and morphological analysis enhanced the result of Modest AdaBoost.

The performance of our algorithm exceeds the performance of all published algorithms on the standard ICDAR benchmark [3], [5]. Yet, more remains to be done until we approach human performance. In particular, our algorithm performs sub-standard on low intensity text.
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